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1. MOTIVATION  

In 1597 Sir Francis Bacon stated that “Knowledge is power” [1]. This still very much holds 

today. This statement applies to all fields, and none of the least to telecommunications. Every 

day, millions of people use their cell phone to communicate, rely on their GPS to get to their 

destination, send professional and private e-mails, or stay informed about the news in the world 

in real-time. All these applications use a wired or a wireless connection to transmit large amounts 

of data. To cope with this ever increasing demand, the operators need to manage their networks 

to get the most out of them, to assure uninterrupted service, and to innovate on a regular basis 

with new products. To meet these expectations, in-depth knowledge of the network itself is 

mandatory. Operators need to know its limitations, its potential, the underlying physical laws at 

work, the possible sources of interference, potential points of failure,… . 

In this PhD, we focus on wired transmission line networks. More in particular, we discuss 

two very different application fields: telephone lines and power plant sensing networks. 

Nevertheless, we will show that it is possible and advantageous to apply similar testing methods 

in both application fields. 

 

1.1 Telephone networks 

The telephone network is one of the first available data networks in history. It was originally 

designed to carry voice signals over copper twisted pairs. Yet, nowadays it is also used for high-

speed internet, with the widespread use of ADSL, ADSL2 and ADSL2+. Even higher data rates 

are in perspective with the newly deployed VDSL and VDSL2 (up to 30 Mbps is offered at the 

moment [2]). In this PhD, we will not focus on a specific DSL technology, and therefore we will 

talk about xDSL, where the reader can fill in the x to match the flavor of DSL that he/she is most 

concerned with. 

One might wonder whether it is worthwhile putting so much research effort in xDSL 

technologies, as optical fibers offer virtually unlimited bandwidth (around 1 Gbit/s [3]). 

Everyone will agree that optical fiber is a transmission medium that is generally better suited for 

broadband services, but although it is being deployed steadily in the telephone network, 

complete penetration up to the end user premises will take several decades. An extensive 

overview of the optical fiber deployment can be found in [4] and [5]. By way of example, in 
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Spain, the Spanish telecom regulator CMT predicts that half of the 14 million households will 

have fiber to the home (FTTH) by 2023 [6]. During the last years, the operators have been 

replacing the backbone of the network with optical fiber, but bringing fiber inside each 

individual home is not economically viable at the moment. This issue is well-known and is often 

referred to as the “last mile” problem. This motivates using the omnipresent copper telephone 

network as efficiently as possible during the transition period. [3,7,8] 

Research in the DSL area is therefore still very active to squeeze all the available bandwidth 

out of the twisted pair network. At this moment, the latest developments in Dynamic Spectrum 

Management (DSM) [9-11] promise to strongly enhance the data rate on xDSL lines by 

coordinating the traffic on different twisted pairs in an intelligent way. This method, called 

“vectoring”, promises up to 100 Mbit/s per user for lines of 500 m or shorter [12]. Another 

promising path is the use of the “common mode” signals [13-15], claiming data rate 

improvements up to 200%. Moreover, when a customer has multiple available telephone pairs, a 

multiple input multiple output (MIMO) approach can be used, called “bonding”. Data rates up to 

1 Gbit/s would then even be achievable over lengths of 300 m [16]. 

 

1.2 Sensing networks in power plants 

This PhD also discusses a second field where an in-depth knowledge of the network displays 

great benefits: the monitoring of sensor networks in power plants. A large series of 

instrumentation loops continuously monitor the proper operation of the power plants. These 

loops consist of cable networks that are used under severe stress conditions, due to the harsh 

industrial environment in which they operate. It is thus inevitable that incidentally a cable, a 

connection or a sensor malfunctions. When this happens during normal operation of the plant, 

repair can often be delayed up to the next maintenance round because of the redundancy of the 

sensing system. However, if the safety is considered to be at risk, the plant manager might be 

forced to shut down the plant. This results in a huge loss of revenues, and must therefore be 

avoided at all cost. Checking the electrical behavior of the network on a regular basis, minimizes 

the risk of unpleasant surprises. A prototype was developed to assist the technician in assessing 

the instrumentation loop and in locating potential faults. This way, appropriate repair actions can 

be taken proactively and problems can be prevented. 

  



Introduction 

5 
 

2. CHOSEN APPROACH 

2.1 Single Ended Line Testing (SELT) 

Both networks (xDSL and power plants) are treated throughout this PhD under one common 

constraint: all measurements are performed from one line end. This is called Single Ended Line 

Testing (SELT), and boils down to the measurement of reflections obtained from the network. It 

contrasts with the common Dual Ended Line Testing (DELT), where a synchronous 

measurement is performed at both line ends, and corresponds to transmission measurements. 

 

2.1.1 Telephone network 

An extensive overview of how the telephone network is typically constructed can be found in 

[7]. Basically, each subscriber is connected to a central office (CO) through its individual 

subscriber loop, also called the local loop. From there, the signals are routed to their destination 

through a backbone trunk system, with high capacity. This backbone network often consists of 

fiber, while the local loop consists of a copper twisted pair. 

In this work, we will analyze subscriber loops with SELT measurements from the CO. This 

means that no measurement device is needed at the Customer Premises (CP), which is clearly an 

advantage compared with DELT. The price to be paid is that reflection measurements are harder 

to process and interpret (see Chapter III). For example, DELT can provide data rate information 

immediately, through direct measurement of the loop transfer function and the noise spectrum. 

However, for this, cooperation of devices at both ends is needed, which can be problematic in 

some cases, e.g.: 

·  If no equipment is yet installed at the CP, a technician must be dispatched. SELT 

avoids this expensive truck roll. 

·  If the line is already serving an xDSL customer, the modem can perform the DELT 

measurements. However, if the modem is malfunctioning, or if the modem is 

inaccessible for some reason, SELT is the only solution. 

Moreover, DELT is not capable of locating the position of a fault. SELT measurements are also 

easier to automate, as all measurements are centralized in the CO. This allows for a regular check 

of all the lines, combined with an automated update of the loop databases. 
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2.1.2 Power plants 

In the solution developed for the monitoring of power plants, all the measurements are 

performed from the Turbine Control Panel (TCP), which is the central control facility of the 

plant. This is the point where all the lines used for the regular monitoring of the power plant 

arrive. Many parts of a turbine are inaccessible or very hard to reach. Therefore, SELT is again 

the preferred approach. SELT can be used to verify the line and to locate the position and the 

type of a fault, as such saving valuable off-line maintenance time for the technician. 

 

2.1.3 Conclusion 

As only one end of the line is used with SELT, this line end is responsible for both exciting 

the line and measuring the response. The measured response consists of the reflections created 

along the line. This brings us to the title of this PhD: “Reflectometric analysis of transmission 

line networks”. We concentrate our efforts toward two types of networks (telephone lines for 

xDSL service and sensor networks in power plants), which are analyzed by means of SELT (i.e. 

the measured reflections) and we will use transmission line theory as the underlying theoretical 

spinal cord. 

 

2.2 Reflectometry 

Reflectometric measurements are used in many wired application areas to obtain knowledge 

about, or to monitor the network. Just to name a few, it includes telephone networks [17-19], 

pipelines [20], coax cables [21], aircraft wiring [22,23], electrical power distribution [24], liquid 

quality and food monitoring [25,26], and geotechnical engineering [27-29]. The author is proud 

to add power plant sensing to this list [30] and to add contributions to the domain of telephone 

networks [31-38]. 

Reflectometry is a general measurement method. It can be implemented in several different 

ways. The basic idea is that we inject a signal on the network under test. As this signal 

propagates along the transmission line, each discontinuity on the line will cause a part of the 

signal to be reflected. Measuring and analyzing these reflections gives us information about the 

network. This can be done either in the time domain or in the frequency domain. 
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2.2.1 Time domain reflectometry 

Time Domain Reflectometry (TDR) is the most common implementation: a narrow pulse1 is 

injected onto the line and the reflections are measured over time, e.g. with a digital oscilloscope. 

Figure I.1 illustrates this for an xDSL customer having a subscriber loop consisting of two lines 

in cascade.  

TDR advantages: 

·  TDR requires only a single measurement; 

·  Cheap measurement setup, as only a pulse generator and an oscilloscope are needed; 

·  The resulting waveform immediately gives physical insight into the structure of the 

network. 

TDR disadvantages: 

·  At long distances, the resolution is reduced due to the spreading of the echo pulses; 

·  Reflections from far reflectors might be attenuated to an unobservable state; 

·  If there are reflecting elements close to each other, their reflections overlap, making it 

impossible to resolve them separately. 

 

 

Figure I.1   Basic principle of reflectometry applied to a subscriber loop consisting of a cascade of two 
line segments. 

 

 

                                                           
1 A step function can also be used. In that case, the derivative of the step response should be taken to 

obtain the impulse response.  
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2.2.2 Frequency domain reflectometry 

Frequency Domain Reflectometry (FDR) is less renowned but is theoretically equivalent to 

TDR. The measurement is organized in a different way: a certain frequency band is excited using 

periodic signals and the echo channel response is measured in the frequency domain.  

FDR advantages: 

·  A higher Signal-to-Noise ratio (SNR) is achieved by measuring each frequency 

subsequently; 

·  The excitation can be designed to precisely cover the frequencies corresponding to 

the operation region of the network, and can be shaped to obtain a constant SNR over 

the frequency band; 

·  Straightforward calibration techniques are available. 

FDR disadvantages: 

·  A more sophisticated device is necessary to perform the measurements in the 

frequency domain, e.g. a Vector Network Analyzer (VNA); 

·  Processing is needed to transform the data to a time waveform that can be visually 

inspected and interpreted. 

 

2.2.3 Summary 

The practical implementation of the measurements implies that both TDR and FDR have 

their advantages and disadvantages [39]. FDR is the less trivial approach, but it provides a higher 

measurement accuracy. However, it is worth pointing out that the frequency domain and the time 

domain are two different ways to represent exactly the same information. The transformation 

from one domain to the other does neither create nor destroy information. However, it might be 

more convenient to measure, to process, or to interpret the data in one domain or in the other 

[40]. For example, in Chapter III, we will see that the usefulness of TDR is limited for xDSL 

applications in the presence of a splitter in the CO.  

For the identification of xDSL lines, we have chosen to work mainly in the frequency 

domain, as in our opinion, the advantages of FDR overweigh the disadvantages listed above. 

Moreover, several attempts have been made in the past to identify subscriber loops with TDR, 

with moderate success, while FDR is a rather unexplored field. 
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For the monitoring of sensor networks in power plants (described in Chapter V), both TDR 

and FDR are used. TDR is used for a fast assessment of the cabling, while FDR is used to qualify 

the response of the sensor that is connected at the line end. 
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3. SCATTERING PARAMETERS 

3.1 Introduction 

Both investigated networks (xDSL and power plants) are assumed to be linear time invariant 

(LTI). To characterize an LTI � -port2, several parameterizations can be used (Z-parameters, Y-

parameters, ABCD-parameters,…). However, all formalisms contain the same information about 

the network, and transformations between the parameterizations are available [41,42]. 

Scattering parameters (S-parameters) are nowadays mainly used in microwave design, 

because they consider waves as the in- and outputs to the system. At these high frequencies, 

waves are easier to measure and more convenient to work with than other kinds of parameters 

(e.g. voltages and currents). Nevertheless, S-parameters are applicable at any frequency. They 

are easily measured with a VNA in the frequency domain, which is nowadays commonly 

available. 

We have chosen to work with S-parameters throughout this PhD, although we do not work in 

the microwave region, for the following reasons: 

·  Telephone networks are distributed systems because of their large physical size. S-

parameters are well suited to deal with distributed systems. In contrast, measuring the 

total voltage and current of a distributed system is difficult, as the current and voltage 

are not constant along the line. 

·  In most cases, it will not be possible to connect the transmission line under test 

directly to the measurement device, hence some cabling will be needed. This will not 

influence the S-parameters, if a lossless connection is used. If this is not possible, 

standard calibration techniques are available to remove the influence of the test leads 

[43].  

·  The S-parameters can be expressed in terms of reflection coefficients. In our SELT 

approach, reflections are logical parameters to work with, and they are 

straightforward to interpret. 

·  S-parameters always exist for any network, in contrast to other formalisms [44]. 

                                                           
2 A port is a set of two terminals of a network such that the current entering at one terminal is identical 

with the current leaving the other. 



Introduction 

11 
 

3.2 Definitions and properties 

The definition and some general properties of S-parameters will now be given, as they will 

be needed in the following chapters.  

S-parameters use traveling waves as variables, rather than voltages and currents. The 

reflected waves are chosen to be the dependent variables, while the incident waves are the 

independent variables. The scattering parameter matrix �  relates the reflected waves �  to the 

incident waves �  as follows: 

 � � � � � �  (I.1)�

Applying this definition to a two-port network (� � � ), implies that (see Figure I.2): 

 
� 	 � � 		 � 	 
 � 	� � �
� � � � �	 � 	 
 � �� � �

 (I.2)�

 

Figure I.2   Two-port network described by the scattering matrix � . 

The incident and reflected voltage waves are related to the port currents � 
  and port voltages � 
  

by (� � ��� ): 

�
� 
 �

� � 
 
 � ��� � 
 �

�

� 
 �
�� 
 � � ��� � 
 �

�

� (I.3)�

where � ���  is a reference impedance [42]. 

When rearranging equation (I.2), one obtains the definition of the scattering parameters: 
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In contrast to most other formalisms, the scattering parameters (� 		 � � 	� � � �	 � � �� ) do not 

necessitate open and short circuits at the line ends for their calculation. Instead, the parameters 

are defined by terminating the ports with matched loads, causing the reflected waves on the loads 

to vanish [45]. � �	  and � 	�  represent the transmission gain in respectively the forward and 

reverse direction, when the non-excited port is matched. � 		  and � ��  describe the ratio between 

the reflected wave and the incident wave, seen respectively at the input and at the output, when 

the other port is terminated by a matched load. They can be expressed in term of impedances: 

�
� 

 � �� 


� 

�
�  ��

�
� 
 � � ��� � 


� 
 
 � ��� � 

�

� 

� 


� � ���

� 

� 



 � ���

�
� 
!�
 � � ���

� 
! �
 
 � ���

� (I.5)�

where � 
!�
  denotes the input impedance at port � . 

The inverse relation also exists, expressing the input impedance � 
!�
  in terms of � 

 : 

� � 
!�
 � � ���
� 
 � 



� � � 


� (I.6)�

 

Since we are working with a SELT approach throughout this PhD, the considered networks 

are represented as one-port networks (� � � ). For a one-port network, the scattering matrix �  

boils down to the one-port scattering parameter � 		 . 

� � 		 �
� 	

� 	
� (I.7)�
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Figure I.3   One-port network described by the scattering parameter � 		 . 
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4. LOOP IDENTIFICATION OF XDSL LINES 

4.1 Loop qualification 

xDSL services operate on the copper network that was originally designed for the voice 

telephone service. However, xDSL applications use higher frequency bands than the plain old 

telephony service (POTS), and by consequence impairments (e.g. excessive length, load coils,…) 

which are not of concern for POTS, may inhibit the proper operation of xDSL. It is therefore 

necessary to verify whether a line qualifies for xDSL, i.e. whether it will support xDSL. This test 

is called “loop qualification”. 

In order to determine which services are realizable (e.g. ADSL might be available but not 

VDSL), an operator should be able to characterize each single loop between the CO and each 

customer. Indeed, the quality of the customer loop plays an important role in the provisioning of 

xDSL services. DSL signals are attenuated and distorted during transmission through the loop, 

particularly at high frequencies. The channel capacity (i.e. maximal achievable bit rate) will be 

different for every customer, because each loop has its own peculiar characteristics. The 

theoretical capacity is given by Shannon’s law [46]: 

� " � # $%&� ' � 

() � * � (� � � * �

+ � * �
,

� �

� �

-* � (I.8)�

where ) � * �  is the end-to-end transfer function of the subscriber loop, ��*�  is the power spectral 

density (PSD) of the signal and +�*�  is the PSD of the noise. �*	 � *� �  is the operational frequency 

band for the considered xDSL technology.  

Interpretation of equation (I.8) shows that, for the estimation of the attainable bit rate over a 

DSL line, the loop transfer function ) � * �  and its noise characteristics are to be known. The 

transfer function depends on the make-up of the subscriber loop, while the noise is mainly 

dominated by crosstalk from other xDSL services operating on neighbouring lines. 

 

4.1.1 Database approach 

If the physical make-up of the subscriber loop is known, i.e. the number of different 

segments in cascade connecting the CO to the customer premises, added with the cable types and 

the length of each segment (plus the presence of possible taps), the transfer function can be 
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calculated by cascading the ABCD-parameters of the different line segments [47]. As mentioned 

above, the copper network used for DSL today includes the legacy network that was originally 

designed for the voice telephone service. Nevertheless, operators often do not have full 

knowledge of their network. They may have some information on the configuration of the 

network, but these databases may not have been very well updated, or perhaps information is 

scattered across different databases, or may not be available in the desired digital format. Before 

the DSL era, the copper network was considered to be amortized and therefore has sometimes 

been neglected w.r.t. recording of maintenance and of repairs in the network. Moreover, 

knowledge about the line characteristics in the telephone band is insufficient to characterize 

xDSL services at higher frequencies [48-51]. 

Another drawback of relying on databases for the knowledge of the network, is related to the 

liberalization of the telecommunication markets, e.g. in Europe it has become common for 

several providers to share a same network infrastructure [52]. In contrast to the incumbent local 

exchange carrier, the competitive local exchange carriers do not have direct access to the 

topology databases. 

 

4.1.2 Measurement approach 

An alternative approach is to obtain the transfer function by measurements. The transfer 

function of the subscriber loop could be measured directly with DELT. However, in this work 

we restrict ourselves to SELT. By consequence, the end-to-end transfer function cannot be 

measured directly, but we will need to estimate it from the received reflections. This is done 

through an intermediate step: a) starting from the reflections, we will first identify the make-up 

of the subscriber loop; b) once the complete loop make-up is known, the end-to-end transfer 

function is calculated by cascading the ABCD-parameters of the different line segments. 

 

4.1.3 Conclusion 

In order to assess whether a subscriber loop qualifies for a certain xDSL service, the loop 

make-up of the subscriber loop must be identified. Hence, the problem of loop qualification 

reduces to the one of loop make-up identification. Note that loop make-up identification can also 

be (and often is) a goal on its own, e.g. for efficient management purposes. 
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4.2 State-of-the-art 

The underlying physical phenomenon which allows the estimation of the loop make-up using 

SELT, is that gauge changes, bridged taps and the end of the loop cause an abrupt change in the 

characteristic impedance of this loop. This creates reflections, which can be analyzed to trace 

back the loop make-up. Up till now, loop identification has mainly been attempted with SELT in 

the time domain, e.g. by Galli’s research group [18,53-58]. They use a slightly enhanced version 

of the classical TDR. The most important features are extracted from the TDR trace, and the 

most probable loop make-up is identified based on time domain models. 

Boets et al. [17,59-63] measure the one-port scattering parameter � 		 �*�  in the frequency 

domain. The excitation signals are periodic signals placed on the ADSL frequency grid. After 

measurement and calibration, the one-port scattering parameter is transformed to the time 

domain with an inverse fast Fourier transform (IFFT). It is equivalent to the TDR trace obtained 

by Galli et al. . This reflectogram is then used to extract the most important features, and to 

identify the loop make-up using a frequency domain model.  

A common point of both methods is that the most important features of the reflections are 

extracted in the time domain. Unfortunately, several issues complicate the identification 

significantly. This is discussed in Chapter III. We propose to measure the one-port scattering 

parameter in the frequency domain, as done by Boets et al. because it combines the advantages 

of FDR (see paragraph 2.2) and scattering parameters (see Section 3). However, some signal 

processing will be introduced before performing an IFFT to transform the signal to the time 

domain. The aim of this frequency domain processing is to bring out the reflections as clearly as 

possible. This will facilitate the further loop identification steps. The gain in identifiability 

obtained from different processing techniques will be investigated. 

Several of the proposed processing steps are similar to the ones that can be found in Dodds et 

al. [64-66]. These papers do not intend loop identification, but aim at localizing faults along the 

loop. For this, the loop is energized with a sinusoid whose frequency increases in a number of 

discrete steps. Subsequently, they measure the standing waves through coherent detection in the 

frequency domain. Processing is applied prior to transformation to the time domain, however no 

models are used to automate the detection of faults and to determine their position. Instead, the 

interpretation of the reflections relies solely on human expertise. 
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Other attempts to identify the subscriber loop make-ups can be cited, e.g. by using genetic 

algorithms [67,68], or by using the information from DELT measurements in the DSLAM [69]. 

It is worth mentioning that loop qualification is also often done without complete knowledge 

of the subscriber loop make-up. Often the attenuation is measured at one specific frequency (e.g. 

.//01)2 ), or an equivalent total line length is estimated (e.g. based on the loop capacitance). 

These measures are then used to estimate whether a loop is suitable for xDSL service. 

Obviously, these methods are less reliable than the ones using the complete loop make-up. A 

number of rack-mounted products are commercially available to test from the CO whether a 

subscriber loop qualifies for xDSL service. They do not perform a full loop make-up 

identification, but they assess the loop’s ability to support xDSL services based on a number of 

tests: 

1. Teradyne’s product Celerity determines the service capability of a line through speed 

qualification and detection of impairments (splitters, load coils, faults), based on the 

insertion loss of the line. Measurements are made through the voice switch test bus 

[70]. 

2. Zhone ADSL2+ line cards have SELT features implemented for qualification. They 

estimate the quality of the copper line and its ability to deliver service by determining 

the copper gauge, the length of the loop, the presence of noise and attenuation of the 

line [71]. 

3. Exfo’s CableShark allows testing the physical layer for line faults, restrictive wireline 

impairments (e.g. bridged taps, load coils, bad splices) and noise. In order to qualify 

and troubleshoot the local loop, it measures frequency responses, TDR traces, the 

longitudinal balance and the PSD in the voice band and above. CableShark includes 

DSL data rate prediction and can qualify circuit characteristics up to 304)2 , through 

a unit installed between the Main Distribution Frame (MDF) and the POTS splitter 

[72]. 

4. Alcatel-Lucent’s Network Analyzer 5530 helps in managing DSL loop quality 

through on-demand fault diagnosis and line quality analysis, not just taking bit rate 

into account but also checking stability requirements. It is evolving to become a 

single integrated testing solution covering both DSL and POTS line testing [73]. 
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5. Aware’s Technician Dr. DSL combines proprietary software with an off-the-shelf 

USB modem to troubleshoot common DSL problems by analyzing the physical layer. 

It converts the loop to an electrical equivalent loop length and identifies the line 

impairments and the noise. Based on this, the DSL performance is estimated [74]. 

Several handheld SELT devices are also available, e.g. Fluke’s 990DSL CopperPro [75]. More 

information about line testing techniques can be found in [76]. 
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5. OUTLINE OF THIS PHD 

The following three chapters will deal with the loop identification of telephone lines for 

xDSL applications. The diversity in available commercial products and the still intensive 

research, listed in Section 4.2, make it clear that no uniform solution has yet been found. The 

basic equations described in this introductory chapter are expanded in Chapter II. In addition, we 

will derive the conditions under which the make-up of a subscriber loop is identifiable from 

reflectometric measurements. Chapter III first investigates what makes the loop identification so 

complicated, before proposing some solutions. In Chapter IV, this ‘per-line’ make-up 

identification is generalized to a ‘per-binder’ identification, which is of interest for crosstalk 

evaluation. Chapter V discusses the second application of reflectometry, i.e. the use of SELT in 

power plants to monitor the sensor networks. Chapter VI summarizes the contributions of this 

PhD and presents some ideas for future work. 
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1. INTRODUCTION 

1.1 Goal 

As discussed in Chapter I, different attempts have been made to identify the loop make-up of 

copper telephone loops from reflectometric measurements (TDR or FDR). The goal of this 

chapter is to show that under certain conditions, two different subscriber loops can generate 

identical reflections. Hence, the loop make-up will not always be identifiable from a single 

reflectometric experiment. 

 

1.2 Definitions 

A model is identifiable if it is theoretically possible to uniquely determine the true value of 

its parameters after obtaining an (infinite) number of observations from the system to be 

modeled. Usually, the model is identifiable only under certain restrictions, in which case this set 

of requirements is called the identification conditions. [1] 

In our case, the system to be identified is a telephone subscriber loop. A subscriber loop has a 

certain structure, called the loop topology, e.g. an LL topology denotes a loop which contains 

two cascaded line segments. The lengths of the different segments, and the used cable types 

(characterized by their propagation constant and characteristic impedance), are the parameters to 

be identified. 

In this chapter, we will investigate whether the make-up of a subscriber loop is identifiable 

from a single reflectometric experiment, i.e. if we can identify the loop topology, the different 

line lengths and the used cable types. We will use the definition of identifiability as described 

above, from a theoretical perspective. Remark that the definition only considers whether a model 

can be identified from a theoretical point of view, as it might require an infinite number of 

measurements. Moreover, the definition above does not specify how the measurements should be 

performed, so it might involve unfeasible requirements, e.g. an infinite resolution. 

 

1.3 Approach 

This chapter is structured as follows. Section 2 gives the mathematical expression for the 

reflectometric response obtained for different loop topologies. Section 3 starts by giving an 

example of two different loops that produce identical reflections. This intuitively shows that 
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subscriber loops are not always identifiable from reflectometric measurements. In Sections 4 and 

5, the general conditions are derived under which a subscriber loop cannot be uniquely identified 

from SELT measurements. In Section 6, these purely theoretical results are examined from a 

practical point of view. Section 7 summarizes the most important conclusions.  

Note that the results obtained in this chapter are in fact applicable to any transmission line 

network, as no specific properties of telephone lines are used for the derivation of the 

identifiability conditions.  
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2. MATHEMATICAL MODEL 

2.1 Model 

2.1.1 Introduction 

With Single Ended Line Testing (SELT), all measurements are performed from one end of 

the loop. In our case, this is the central office (CO) side of the telephone line. Hence, the 

subscriber loop (including its termination) is modeled as a one-port. Figure II.1 shows the 

example of a subscriber loop consisting of one line segment with length � . The line is fully 

characterized by its characteristic impedance � � ���  and its propagation constant ���� 	 . The line 

is terminated at the customer premises by an impedance load � 
 ��� , which can be frequency 

dependent. The applied excitation signal is generated by a non-ideal voltage source �  with 

impedance � � . 

 

Figure II.1   SELT measurement setup for a subscriber loop consisting of a single line with characteristic 
impedance � � , propagation constant �  and line length � . 

 
 

2.1.2 Measurable quantities and terminology 

The impulse response of a linear time invariant (LTI) system is defined as its time domain 

response when it is excited with a Dirac impulse 
���  (an infinitely narrow pulse with infinite 

amplitude but finite energy) [2]. In our SELT approach, the response consists of the sum of all 
                                                           

1 The term ‘propagation constant’ is used throughout this PhD, in accordance with literature. However, 
the reader should keep in mind that the propagation constant is frequency dependent, and hence not 
constant as it name might suggest. 
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the reflections produced on the line, and is therefore sometimes explicitly called the echo 

impulse response. As the reflections only arrive after a certain delay � , we measure a delayed 

version of the impulse response, as given by equation (II.1). 

� � � �� � � � � � � � � � � � � 
 � � � � (II.1)�

where �  denotes the convolution, � �  is the echo impulse response of the subscriber loop, and � ���  

is the delayed impulse response of the line. Of course, such a Dirac excitation is impossible to 

realize in practice, as the generated pulse will always have a finite width. 

The reflectogram is defined as the time domain response (i.e. the reflections) of the line 

when it is excited with a pulse � � � � , which has a finite width. It can be expressed in general as 

follows: 

� � � � � � � � � � � � � � � � � � � (II.2)�

If the excitation pulse is narrow enough, i.e. much shorter in duration than the dominant time 

constant of the line, then a narrow excitation pulse can be considered to approximate an impulse. 

For example, this is not too difficult to achieve for telephone lines which strongly suffer from 

dispersion. Hence, the measured reflectogram then also approximates the ideal � though 

delayed�  impulse response. This is the whole idea behind TDR. 

� � � � � � � � � � � � � � � � � � � � � � � � � � � 
 � � � � � � � � � � � � � � � �� � � � � (II.3)�

Note that, when measuring in a TDR setting, a pulse shaped signal is indeed injected into the 

line, and the line response is monitored at the same position over time, e.g. by a digital 

oscilloscope. Hence, the measured reflectogram � � � �  actually also contains the excitation pulse, 

as given by equation (II.4). In general the excitation pulse can be removed, e.g. by gating, if it 

does not overlap with the system’s response. 

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � (II.4)�

 

Instead of working with a time domain setting, one can also express the response of the 

system in the frequency domain. In this PhD, we have chosen to work in an FDR setting for the 

reasons described in paragraph 2.2 of Chapter I. We measure the one-port scattering parameter 

� �� � � �  of the subscriber loop. As the reader might not be familiar with the use of � �� �parameters, 
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and since TDR is certainly easier to interpret, the following paragraph shows that TDR (as used 

for example by Galli et al. [3,4]) and FDR (as used in this work) are equivalent from a 

theoretical point of view. 

 

2.1.3 Equivalence of TDR and FDR 

If we denote the discrete Fourier transform (DFT) of the input signal ���� , the reflections 

���� , and the echo impulse response � � ���  by  � � � � !"# $���� %, &� � � � !"# $���� %, and 

' � � � � � �!"# $� � ��� %, we obtain the frequency domain representation of expression (II.2): 

� &� � � � ' � � � � ( ) *+,-�  � � � � (II.5)�

Herein, &���  is the reflected voltage wave and  ���  is the incident voltage wave, as indicated in 

Figure II.1. The equivalent of the delayed echo impulse response in the frequency domain is 

called the echo frequency response function ("." � ): 

� "." � �
&� � �

 � � �
� ' � � � � ( ) *+,-� � (II.6)�

Recall from section 3 of Chapter I that this ratio corresponds to the one-port scattering 

parameter � �� � � �  of a one-port network. By consequence, measuring the one-port scattering 

parameter in the frequency domain and applying an inverse discrete Fourier transform (IDFT) 

yields the impulse response of the system under test [5-7]. 

� � � �� � � � � /!"# $� �� � � � %� (II.7)�

This can be explained physically as follows. Probing the line with TDR creates reflections 

which arrive at the measurement device after a certain time delay, which is directly related to the 

line lengths. In the frequency domain, standing waves are created by interference of the ingoing 

and the reflected waves, with periodicities that are inversely proportional to the line lengths. 

Hence, when transforming the measured � �� ���  to the time domain through an IDFT, peaks will 

be created at instants that correspond to the time domain reflections. 

This has been verified experimentally by measuring a telephone line of 011�2  with both 

TDR and FDR. For the FDR measurement, the one-port scattering parameter � �� ���  was 

measured with a Vector Network Analyzer (HP 3577B), extended with an S-parameter test set 

(HP 35677A). For the TDR measurement, a pulse of 13	�45 was created by an arbitrary 
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waveform generator (Agilent 33120A) and was injected on the line. The line was monitored with 

a digital oscilloscope (Tektronix TDS3032). The results are shown in Figure II.2. This confirms 

that measuring � �� ���  and performing an IDFT, is theoretically equivalent to measuring the 

impulse response of the line with TDR. 

 

Figure II.2   Comparison between the measured reflectogram (TDR) and the inverse discrete Fourier 
transform of the measured one-port scattering parameter � �� ���  (FDR), for the same line (Belgacom 

cable with a conductor diameter of 0.5 mm and line length 200 m). 
 

Hence, in the remainder of this text the reader can interpret � �� � � �  as the impulse response of 

the loop, i.e. the normalized reflections returning to the measurement device after a certain delay, 

however expressed in the frequency domain instead of in the time domain. Note that the 

equivalence will not hold anymore in Chapter III, because preprocessing will be performed on 

� �� � � �  before applying the IDFT. 
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2.2 Expressions for S11(f) 

2.2.1 Single line 

If the subscriber loop consists of a single line and a termination impedance, as shown in 

Figure II.1, then the measured one-port scattering parameter is given by equation (II.8) (see [8] 

or derivation in Appendix A). 

� � ��
6 � � � �

7� � � � � 7
 � � � ( ) +8� - � 9

	 � 7� � � � 7
 � � � ( )+8�-�9 �
� (II.8)�

Herein, �  is the length of the line and � � � �  is the propagation constant of the line. The reflection 

factors 7� � � �  and 7
 � � �  are given by equation (II.9), and represent the fraction of the signal that 

is reflected at respectively the generator-line interface and the line-load interface: 

�
7� � � � �

� � � � � � � :�- � � �

� � � � � � � :�- � � �

7
 � � � �
� 
 ��� � � � ���
� 
 � � � � � � � � �

� (II.9)�

with � � ���  the characteristic impedance of the transmission line, � 
 ���  the load impedance that 

is attached at the line end, and � :�- ���  the reference impedance in which the one-port scattering 

parameter � �� ���  is expressed. The latter can be chosen freely to best suit one’s needs. It is often 

set to match the characteristic impedance of the measurement device (;1�< ), or the used 

calibration load (e.g. 	11�<� . Consequences of the choice of � :�- ���  are discussed in Section 5 

of Chapter III. 

 

2.2.2 Two-segment transmission line 

For a cascade of two lines, the measured one-port scattering parameter is given by equation 

(II.10) (see [8] or derivation in Appendix A), 

� ��
66 � � � �

7� � � � � 7�+ � � � ( ) +8=� - � 9= � 7� � � � 7�+ 7
 � � � ( ) +8>� - � 9> � 7
 � � � ( ) +� 8=� - � 9=? 8>� - � 9>�

	 � 7� � � � 7�+ � � � ( )+8 =�-�9 = � 7�+ � � � 7
 � � � ( )+8 >� - � 9> � 7� � � � 7
 � � � ( )+�8 =�-�9 =?8>�-�9 >� � (II.10)�

with � @���  the propagation constant of line A, �@� the length of line A, and 7@)��@���  the reflection 

factor at the interface of line A � 	  and line A. The fraction of the signal that is reflected at a 

discontinuity depends on the impedance mismatch between the current line segment (with 
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characteristic impedance � ��@)� ��� ) and the next line segment (with characteristic impedance 

� ��@��� ). Therefore, the reflection factor is defined as follows in this work: 

� 7@)��@� � � �
� � �@� � � � � � �@) � � � �
� � �@� � � � � � �@) � � � �

� (II.11)�

If the subscriber loop consists of two cascaded line segments,  we therefore obtain the following 

three reflection factors: 

�
7� � � � �

� � �� � � � � � :�- � � �

� � �� � � � � � :�- � � �
� (II.12)�

� 7�+ � � � �
� � �+� � � � � � �� � � �
� � �+� � � � � � �� � � �

� (II.13)�

�
7
 � � � �

� 
 � � � � � � �+� � �
� 
 � � � � � � �+� � �

� (II.14)�

The reflection coefficient expresses how much energy is reflected at an interface due to the 

impedance discontinuity. For this reason, we have chosen to define it as given by equation 

(II.11), in accordance to [4,9,10]. Other definitions have been used in literature as well, e.g. 

Boets et al. [8,11-13] use the same definition, except for the generator-line reflection, which is 

defined as 7�
BC�DE� � � �

FGHI� - � )F J�=� - �

FGHI� - � ?FK�=� - �
� �7 � ��� . In the expressions of � �� , all terms including 

7�  then have an opposite sign. Another definition, used in the RF field, expresses all the 

reflection factors w.r.t. ;1�< , i.e. 7@
LM� � � �

FK�N�-�)OP

FK�N�-�?OP
. 

The frequency dependence will be omitted in the remainder of this chapter for brevity of 

notation. Nevertheless, one should keep in mind that all the propagation functions, impedances, 

and reflections factors are complex valued and frequency dependent. 

 

2.2.3 Tapped line 

In some countries, e.g. USA, the lines can have bridged taps. These are open ended 

transmission lines, that are connected in parallel somewhere along the line (similar to stubs in 

RF), to create an additional connection point for past or future subscribers. If the loop has a line-

tap-line (LTL) structure, the one-port scattering parameter is given by equation (II.15) (see [8] or 
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derivation in Appendix A), 

� ��
6Q6��� �

7� � 7+RS( ) +8=9= � 7� 7� R+( ) +8T9T � 7� 7� RS7
 ( ) +8>9> � 7� RS( ) +� 8=9=? 8T9T �

� 7�R+7
 ( )+ � 8=9=?8>9>� � 7� 7+RS7
 ( )+ � 8>9>?8 T9T � � 7
 ( )+ � 8=9=?8>9>?8 T9T �

	 � 7 � 7+RS( )+8 =9= � 7 �R+( )+8 T9T � 7 �RS7
 ( )+8 >9> � 7 � 7�RS( )+ � 8=9=?8 T9T �

� 7� 7� R+7
 ( )+ � 8=9=?8>9>� � 7+RS7
 ( )+ � 8>9>?8 T9T � � 7� 7
 ( )+ � 8=9=?8>9>?8 T9T �

� (II.15)�

with 7@R* the reflection factor when looking from line U into the parallel branching of line A and 

line V (A� V� U W 	�0� #), as shown in Figure II.3. 

� 7@R*� � � �
� � �@R� � �* � � � �X

� � �@R� � �* � � � �X
� (II.16)�

 

Figure II.3   Reflections occurring at a bridged tap. 
 

By applying definition (II.16) to the three ports of the tap (circular permutation of A� V� U W

	�0� # ), one can prove that the reflection factors are related as follows (see Appendix B): 

� 7� R+ � 7� RS � 7+RS � � 	 � (II.17)�

 

2.2.4 Other topologies 

The system response of an arbitrary configuration can be calculated iteratively, starting from 

equation (II.8) of a single line. If the loop consists of �  cascaded line segments, then one should 

replace 7
  by equation (II.18) � � 	  times. This operation repeatedly replaces the localized load 

� 
  by a supplementary line segment and a loading impedance. If one desires to insert a tapped 

line instead of a straight line at position U, 7
  should be replaced by equation (II.19). 

�
7@) � �@� 7
 ( ) +8N9N

	 � 7@) � �@7
 ( ) +8N9N
� (II.18)�

7� R+ 
7� RS 

7+RS 
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� 7XRS � 7X) � RS( ) +8T9T � 7X) � RX7
 ( ) +8Y9Y � 7
 ( ) +8Y9Y) +8T9T

	 � 7X) � RX( ) +8T9T � 7X) � RS7
 ( ) +8Y9Y � 7XRS7
 ( ) +8Y9Y) +8T9T
� (II.19)�

 

2.3 Physical interpretation 

To allow an easy interpretation of the equations above, the Taylor series expansion 
�

�?Z
�

	 � [ � [ + � \�  can be used. For this series to converge, one must assume that ][ ] ^ 	 . This is 

a realistic assumption, since reflection factors are always _ 	  for passive systems, and the 

telephone lines have a lossy character. A formal proof can be found in Appendix C. If we apply 

this series expansion to equation (II.8) of a single line, we obtain: 

�
� ��


 � � � � `7� � 7
 ( ) +89a� 	 � 7� 7
 ( ) +89 � \ � �

��������������� 7� � 7
 ` 	 � 7�
+a( )+89 � 2b��Ac�( ��(��(d�Aef5 �

(II.20)�

This linearized equation is much easier to interpret. Remember that the equation is expressed in 

the frequency domain, but performing an IDFT results in the reflectogram. As such, the reader 

can interpret equation (II.20) in the time domain with the help of Figure II.1. The first term 

represents the reflection at the generator-line interface, due to the impedance mismatch between 

the measurement device and the line. The second term is the reflection produced by the line end. 

This is the actual meaningful reflection for the loop identification, as it contains information 

about the line length � . We will also receive a (theoretically) infinite number of multiple 

reflections because the signal bounces back and forth on the line boundaries. 

The same expansion can be performed for a cascade of two line segments, and results in: 

�
� ��



 � � � � 7� � ` 	 � 7�
+a7�+ ( ) +8=9= � ` 	 � 7�

+a� 	 � 7�+
+ � 7
 ( ) +� 8=9=? 8>9>�

� 2b��Ac�(5 �
(II.21)�

Again, this linearized form gives physical insight about the structure of the reflections. The same 

result can be obtained by analyzing the bounce diagram given in Figure II.4. A first reflection 

occurs directly at the measurement device. Next, a reflection is received due to the mismatch at 

end of the first line segment. Finally, a reflection is received due to the load attached at the end 

of the second line segment. The multiple reflections are indicated in grey in the figure. 
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Figure II.4   Physical interpretation of the reflections in equation (II.21). 
 

In the line-tap-line (LTL) case, applying the series expansion gives: 

�
� ��


S
 � � � � 7� � ` 	 � 7�
+a7+RS( ) +8=9= � ` 	 � 7�

+a� 7� R+7+RS � 7� RS� ( ) +� 8=9=? 8g 9g �

� ` 	 � 7�
+a� 7� RS7+RS � 7� R+� 7
 ( )+�8 =9=?8>9>� � 2b��Ac�(5 �

(II.22)�

As expected, the terms in ( )+8 g 9g  and ( )+8 >9> have disappeared, since all contributions from the 

tap and from the second line segment obligatory have to travel over the first line segment. 
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2.4 Conclusion 

This section presented the most important equations that will be used throughout this PhD. 

Starting from the rational forms (II.8), (II.10) and (II.15), we gave a physical interpretation by 

linearizing the equations. Both representations are equivalent when all terms (also the infinite 

number of multiple reflections) are taken into account. When truncating the series expansion at a 

certain point, the linearized form becomes an approximation of the exact reflectogram. 
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3. INTUITIVE EXAMPLE OF NON-IDENTIFIABILITY  

3.1 Goal 

The aim of this section is to demonstrate that a subscriber loop is not always identifiable 

from a reflectometric experiment. This is illustrated by an example where two different 

subscriber loop configurations generate the same reflectogram. First, an intuitive explanation of 

this behavior is provided, and next a formal proof of the degeneracy is given. 

 

3.2 Intuitive example 

Consider the two subscriber loops shown in Figure II.5. Subscriber loop A consists of a 

cascade of two lines (LL), subscriber loop B has a line-tap-line (LTL) configuration. The first 

line segment is the same in both configurations (length �� , propagation constant � � , and 

characteristic impedance � ��� ). The second line segment of subscriber loop A has a length �+, a 

propagation constant � +, and a characteristic impedance � ��+ . The second line segment and the 

tap of subscriber loop B have the same length and the same propagation constant (�+ and � +), but 

have the double characteristic impedance (0� ��+ ). Both line ends and the tap are assumed to be 

open ended. 

 

Figure II.5   Two different subscriber loop configurations, leading to an identical reflectogram. 
 

Now consider intuitively the reflections that one would measure when injecting a signal on 

these subscriber loops. In both configurations, a reflection will occur at the end of the first line 

segment. The fraction of the signal that is reflected, depends on the characteristic impedance of 

Subscriber loop A 

Subscriber loop B 



Identifiability of Subscriber Loops with Reflectometric Measurements 

43 
 

the next line segment, compared to the characteristic impedance of the current line segment as 

given by equation (II.11). By consequence, for subscriber loop A, the reflection coefficient at the 

end of the first line segment is given by: 

� 7��h �
� � �+ � � � ��

� � �+ � � � ��
� (II.23)�

and for subscriber loop B: 

� 7��B �
0� � �+ R0� � �+ � � � ��

0� � �+ R0� � �+ � � � ��
� �

� � �+ � � � ��

� � �+ � � � ��
� (II.24)�

As such, when the first line segment is the same, and the presence of a tap in configuration B 

creates a total parallel impedance equal to the characteristic impedance of the second line 

segment in configuration A, the first reflection is identical. 

For subscriber loop A, a second reflection occurs at the end of the second line segment. Since 

the line end is open, the reflection coefficient is 7+�h �
i)F K�>

i?F K�>
� 	 . For configuration B, the 

signal at the end of the first line splits equally into both branches of the parallel junction. Both 

branches are open, and because they have the same length and propagation constant as the 

second line segment in configuration A, they will each cause a reflection at the same time 

instant. These two reflections add up in such a way that they cannot be distinguished from the 

end reflection that is obtained from subscriber loop A. 

In summary, for this example, when equal excitation waveforms are applied to both 

subscriber loops in the same way, the measured reflections will be identical for both 

configurations. This means that the subscriber loop make-up cannot be identified uniquely from 

reflectometric measurements only: the presence or absence of a tap will be left undetected. In the 

next paragraph, we will prove mathematically that both subscriber loops of this example generate 

identical responses. 

 

3.3 Mathematical proof 

The intuitive explanation given in the previous paragraph implicitly assumes that the 

reflections do not overlap in the time domain waveform. Moreover, the generator-line reflection 

and the multiple reflections have been neglected. To ensure that the reflectogram is indeed 
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identical, these effects should also be taken into consideration. 

In general, the one-port scattering parameter for subscriber loop A (a cascade of two lines), is 

given by equation (II.10). As the line end is open in this example (7
 � 	 ), the equation 

simplifies to: 

� � ��
j � � � �

7�
h � 7�+ ( ) +8=

k 9=
k

� 7�
h 7�+ ( ) +8>

k 9>
k

� ( ) +� 8=
k 9=

k ? 8>
k 9>

k �

	 � 7�
h 7�+ ( )+8 =

k 9=
k

� 7�+ ( )+8 >
k 9>

k
� 7�

h ( )+�8 =
k 9=

k ?8 >
k 9>

k �
� (II.25)�

with 7�
h �

FK�=
k )F GHI

FK�=
k ?F GHI

  and 7�+ �
FK�>

k )F K�=
k

FK�>
k ?FK�=

k . Herein, 

·  � ��@
h  is the characteristic impedance, 

·  � @
h  is the propagation constant, 

·  and �@
h  is the length, 

of the i-th line segment (A W 	�0). 

In general, for an LTL structure (as in configuration B), the reflection at the input is given by 

equation (II.15). We extend the equation with the superscript B: 

� ��
l ��� �

7�
B � 7+RS( ) +8=

m9=
m

� 7�
B7� R+( ) +8T9T � 7�

B7� RS7
 ( ) +8>
m9>

m
� 7� RS( ) +`8=

m9=
m? 8T9Ta

�7 �R+7
 ( )+ `8=
m9=

m?8>
m9>

ma � 7 �
B7+RS7
 ( )+ `8>

m9>
m?8 T9Ta � 7 
 ( )+ `8=

m9=
m?8>

m9>
m?8 T9Ta

	 � 7 �
B7+RS( )+8 =

m9=
m � 7 �R+( )+8 T9T � 7 �RS7
 ( )+8 >

m9>
m � 7 �

B7�RS( )+ `8=
m9=

m?8 T9Ta

� 7�
B7� R+7
 ( )+ `8=

m9=
m?8>

m9>
ma � 7+RS7
 ( )+ � 8>9>?8 T9T � � 7�

B7
 ( )+ `8=
m9=

m?8>
m9>

m?8 T9Ta

� (II.26)�

In our example: 

·  the line end is open (7

B � 	 ), 

·  the first line segment is the same as the one of configuration A: 

o � ���
B � � ���

h n 7 �
B � 7 �

h  

o � �
B � � �

h  

o ��
B � � �

h  

·  the tap and the second line have the same length as the second line in configuration A 

(�S � � +
B � � +

h ), 

·  the tap and the second line have the same propagation constant as the second line in 

configuration A (� +
B � � S � � +

h ), 

·  the tap and the second line have the same characteristic impedance (� ��+
B � � ��S

B n
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7�RS � 7 �R+ � , and it is the double of the characteristic impedance of the second line in 

configuration A (� ��+
B � � ��S

B � 0� ��+
h � . 

Equation (II.26) thus simplifies to: 

� ��
l � � �

�
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h � 7 +RS( )+8 =
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k
� 07 �
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k 9>
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� ( )+`8 =

k 9=
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k 9>
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	 � 7�
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k 9=
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k 9>

k
� 07�

h 7� R+( )+`8 =
k 9=

k ?8 >
k 9>

k a � 7+RS( ) o8>
k 9>

k
� 7�

h ( )+`8 =
k 9=

k ?+8 >
k 9>

k a
�

(II.27)�

Moreover, 

� 7+RS �
� � �+

B R� � �S
B � � � ��

B

� � �+
B R� � �S

B � � � ��
B � �

0� � �+
h R0� � �+

h � � � ��
h

0� � �+
h R0� � �+

h � � � ��
h � �

� � �+
h � � � ��

h

� � �+
h � � � ��

h � 7�+ � (II.28)�
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(II.29)�

and by consequence the expression of � ��
l � � �  further simplifies to: 
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(II.30)�

Rearranging the terms of the numerator and denominator gives: 
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(II.31)�

Hence, our intuitive reasoning was indeed correct. Both subscriber loops of our illustrative 

example have identical one-port scattering parameters, and hence identical reflectograms. This 

means that an unknown subscriber loop cannot always be identified when one uses solely 
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reflectometric measurements. The next two sections will determine the general condition set 

under which two different subscriber loops generate identical reflectograms, in the absence and 

presence of taps, respectively. 
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4. IDENTIFICATION CONDITIONS IN THE ABSENCE OF TAPS 

4.1 Approach 

In the previous section, we showed by means of a simple academic example that two 

different subscriber loops can generate identical reflectograms. In this section, the general 

conditions for equality are derived, in the absence of taps. The presence of taps is treated in the 

next section. 

Each subscriber loop generates a specific one-port scattering parameter � �� , and hence a 

specific reflectogram. Remember from Section 2 that � ��  can be written in its rational form 

(paragraph 2.2), or in its linearized form as an infinite sum (paragraph 2.3). It was shown that the 

sum converges, and that both representations are equivalent if all (i.e. an infinite number of) 

terms are taken into account. 

Any of these two forms is suited to derive the condition set under which two different 

subscriber loops produce identical one-port scattering parameters, and hence identical 

reflectograms. However, as the results are difficult to interpret from a physical point of view, we 

will start this section by considering a special case. If the reflections are fully separated in time 

(no overlap), then we can use the linearized form of � ��  and impose equality on a term-by-term 

basis. This special case will yield a set of conditions which are appropriate for interpretation.  

 

4.2 Term-by-term condition set 

4.2.1 Single lines 

Consider two single lines with different characteristic impedances, different propagation 

constants, different line lengths, and different loads, as given by Figure II.6. According to 

equation (II.20), the linearized one-port scattering parameter of the two configurations can be 

written as follows: 

� � ��
6 � 7� � 7
 ` 	 � 7�

+a( ) +8=9= � 2b��Ac�( ��(��(d�Aef5 �� (II.32)�

� � ��
6r � 7�s � 7
s ` 	 � 7�s +a( ) +8=s 9=r � e� � (� �2b��Ac�( ��(��(d�Aef5 � (II.33)�
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with 7� �
FK�=)F GHI

FK�=?F GHI
, 7
 �

Ft )F K�=

Ft ?FK�=
, 7�s �

FuK�=)F GHI

FuK�=?F GHI
 and 7
s �

Fut )FuK�=

Fut ?FuK�=
. Note that the reference 

impedance is considered to be the same for all measurements. Hence, both 7�  and 7�s  contain this 

reference impedance � :�-  (no �u:�-  exists). 

 

Figure II.6   Two single lines with different characteristic impedances, different propagation constants, 
different line lengths, and different loads. 

 

We assume that the reflections are separated in time. By consequence, equations (II.32) and 

(II.33) need to be equal on a term-by-term basis in order to obtain identical reflectograms for 

both configurations. The reflections expressed by 7�  and 7�s  occur immediately, as they are due 

to the impedance mismatch between the measurement device and the first line. The second term 

represents the reflection due to the impedance mismatch at the line end. This reflection only 

arrives after a certain time delay. The multiple reflections arrive at multiples of this delay. 

Hence, the set of conditions for identical reflectograms is:  

� � ��
6 � � ��

6r v w

7� � 7�s

7
 ( )+8 =9= � 7
s ( )+8 =s 9=r

Ax(f�Ad � �2b��Ac�( ��(��(d�Aef5

y� (II.34)�

The multiple reflections for both configurations can be represented by respectively (Taylor 

expansion): 

� ` 	 � 7�
+az � 7
 ( ) +8=9=� @? � ` � 7� a

@
i

{| �

� (II.35)�

and 
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� ` 	 � 7�s +az `7
s ( ) +8=s 9=r a
@? �

` � 7�s a
@

i

{| �

� (II.36)�

By substituting the first two equations of condition set (II.34) into these equations, one sees that 

the third condition is automatically fulfilled. Or, formulated differently, for single lines, the 

multiple reflections do not impose any supplementary conditions. Hence, the condition set for 

two single lines to generate identical reflectograms is: 

� � ��
6 � � ��

6r v }
7� � 7�s

7
 ( ) +8=9= � 7
s ( ) +8=s 9=r
y� (II.37)�

 

4.2.2 Two-segment transmission lines 

Consider two two-segment transmission line networks, where each segment has a different 

characteristic impedance, a different propagation constant, a different line length, and which are 

both terminated with a different load, as shown in Figure II.7. 

 

Figure II.7   Two two-segment transmission lines with different characteristic impedances, different 
propagation constants, different line lengths, and different loads. 

 

In general, the linearized one-port scattering parameter of a two-segment transmission line is 

given by equation (II.21). Mentioning explicitly the multiple reflections, yields (derivation in 

Appendix D): 

� ��


 � 7� � ` 	 � 7�

+az ~7�+ � � 	 � 7�+
+ � z `7
 ( )+8 >9>a

•?�
i

•| P

� � 7�+ � •€

{? �i

{| P

` ( )+8 =9=a
{?�

� � 7� � {� (II.38)�
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� ��


• � 7�s � ` 	 � 7�s +az ~7�+s � ` 	 � 7�+s +az `7
s ( )+8 >s 9>r a

•?�
i

•| P

� � 7�+s � •€

{? �i

{| P

` ( )+8 =s 9=r a
{?�

� � 7�s � {� (II.39)�

If we assume that the reflections do not overlap, we can again impose the equality on a term-

by-term basis in the series expansion. Hence, the summations disappear, and the set of conditions 

for identical reflectograms becomes: 

� ��


 � � ��



• v

‚
ƒ
„

ƒ
… 7� � 7�s

†7�+ � � 	 � 7 �+
+ �� 7
 ( )+8 >9> � •?� � �7 �+ � •‡

{?�
� ( )+8 =9= � {?�

� ˆ7�+s � ` 	 � 7�+s +à 7
s ( )+8 >s 9>r a
•?�

� � 7�+s � •‰
{?�

` ( )+8 =s 9=r a
{?�

y����ŠA� V W ‹� (II.40)�

One can show that the second condition holds for all A� V W ‹ if and only if (necessary and 

sufficient condition): 

� � ��


 � � ��



• v

‚
ƒ
„

ƒ
… 7� � 7�s

7�+ � 7�+s

( )+8 =9= � ( )+8 =s 9=r

7
 ( )+8 >9> � 7
s ( )+8 >s 9>r

y� (II.41)�

The same result can be obtained by replacing the 7
  and 7
s  (see paragraph 2.2.4) directly in the 

condition set for equality of two single lines (II.37).  

 

4.2.3 � -segment transmission lines 

The results of the previous paragraph can be generalized for two � -segment transmission 

lines. Consider two transmission lines each with �  segments in cascade. Each segment has a 

different characteristic impedance, a different propagation constant, a different line length, and 

the two configurations are terminated with a different load, as shown in Figure II.8. 

Following the term-by-term approach for non-overlapping reflections, both configurations 

will produce identical reflectograms if and only if the following set of �0�  equations is satisfied 

(necessary and sufficient condition): 
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Figure II.8   Two � -segment transmission lines with different characteristic impedances, different 
propagation constants, different line lengths, and different loads. 

 

� � ��
Œ)
 � � ��

Œ)
u v

‚
ƒ
„

ƒ
… 7� � 7�s

7@�@?�� 7•@�@?�

( )+8 Ž9Ž � ( )+8 •• 9•r

7
 ( )+8 ‘ 9‘ � 7•
 ( )+8• ‘ 9’‘

y���������������“”•�A � 	�0� – � � 	 � (II.42)�

 

4.2.4 Discussion of the term-by-term condition set 

The general conditions that have to be fulfilled for two � -segment transmission lines to 

generate identical reflectograms are given by condition set (II.42). We assume that the same 

reference impedance is used for both loop configurations. Hence, the characteristic impedances 

of the first line segments should be equal (� ��� � � u��� ) to obtain 7� � 7 �s . Recursive application 

of the second condition implies that all other characteristic impedances need to be equal as well 

(� ��@� � u��@). By splitting the propagation constant �  in its real part — (the attenuation per meter) 

and its imaginary part ˜  (the phase shift per meter), the third condition of condition set (II.42) 

can be rewritten as: 

�
}

—@�@� —•@�’@
˜ @�@� ũ

@�’@� U™
y������������� UWš����� A� 	 �0�– � � 	 �

n

‚
ƒ
„

ƒ
… �’@

�@
� ›

—•@
—@

œ
)�

ũ
@� › ˜ @�

U™
�@

œ
—•@
—@

y�

(II.43)�
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This means that the relative increase in length 
9’N
9N
 should be inversely proportional to the relative 

increase in attenuation per meter 
•• N

• N
. For example, if one line segment has an attenuation that is 

three time as high as the corresponding line segment in the other setup (—•@� ž— @), then the line 

should be three time shorter (�’@�
9N
Ÿ
), to obtain an equal overall attenuation. 

Moreover, the signal should arrive back to the measurement device with the same phase. Note 

that each supplementary phase shift of 0™ will give the same total phase. This means that, for a 

line segment with length �@ and phase constant ˜ @, while the corresponding line segment in the 

other setup has a phase constant ũ
@, certain line lengths �’@ will cause identical phase shifts. This 

is equivalent to stating that the propagation times of corresponding line segments should be the 

same: 

�   � @�
9N

¡ ¢£ �N� - �
�

¤N9N
,-

�
¤r N9’N
,-

������������������������“”• �A� 	 �0�– � � 	 � (II.44)�

with ¥¦§�@� � �  the half propagation speed2. 

Hence, corresponding line segments must have equal electrical lengths. 

With respect to the last condition of condition set (II.42), two possibilities occur: 

·  If both lines have the same termination (7
 � 7• 
 ), condition (II.43) must also hold for 

A � � . 

·  If both lines have different terminations (7
 ¨ 7• 
 ), then the condition for A � �  becomes 

more involved: 

�
}

]7
 ]( ) +• ‘ 9‘ � ]7•
 ]( ) +•• ‘ 9’‘

0˜ Œ�Œ � ©
 � 0 ũ
Œ�’Œ � ©u
 � U™

y������������������������������������UWš� (II.45)�

with 7
 � ]7
 ]( )*ª t  and 7•
 � ]7•
 ]( )*ª r t . 

This means that the relative increase in length 
9’ ‘
9‘

 should be compensated by the 

combination of the loads’ magnitude and the line attenuation. The phase shift from the 

                                                           
2 For SELT applications, it is common to use the half propagation speed instead of the propagation 

speed (¥§ � 0¥ ¦§ ), as the signal has to travel to the discontinuity which will cause the reflection, and then 
back to the measurement device. 
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lines and from the loads should combine in such a way that the total phase at the receiver 

is the same in both scenarios. 

 

Remark that in this term-by-term approach two transmission lines with a different number of 

segments can never produce identical reflectograms. An �-segment transmission line will have 

� � 	 reflections, whereas an �� � c�-segment transmission line will have � � c � 	 

reflections, and therefore equality on a term-by-term basis is not possible. 

 

 

4.2.5 Simulation results 

The term-by-term condition sets (II.37) and (II.41) have been verified numerically, by 

simulating the network configurations shown in Figure II.9 and Figure II.11. As can be seen 

from Figure II.10 and Figure II.12 respectively, the obtained one-port scattering parameters are 

indeed identical, apart from numerical errors corresponding to the machine precision. 

 

�
Figure II.9   The two network configurations used to verify condition set (II.37).  

 

�� � «11�2�

"� � 	30�

�

�

������������	�
��
�

�ç��	�����

�

 

                                                           
3 The values of the secondary parameters �� and � for the different cable types (FT4, BT5) can be 

found in Section 3 of Chapter III. 

Configuration A 

Configuration B 
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Figure II.10   One-port scattering parameter of the two configurations depicted in Figure II.9. As they 
comply with condition set (II.37), the obtained one-port scattering parameters are indeed identical (left), 

apart from numerical errors corresponding to the machine precision (right). 
 

 

�

Figure II.11   The two network configurations used to verify condition set (II.41). 

 

�� � «11�2�
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4 The values of the secondary parameters �� and � for the different cable types (FT4, FT6, BT5) can be 

found in Section 3 of Chapter III. 

Configuration A 

Configuration B 
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Figure II.12   One-port scattering parameter of the two configurations depicted in Figure II.11. As they 
comply with condition set (II.41), the obtained one-port scattering parameters are indeed identical (left), 

apart from numerical errors corresponding to the machine precision (right). 
 

 

4.3 General condition set 

4.3.1 Single lines 

If we cannot assume that the reflections are separated in time, then the condition sets become 

more intricate to interpret. For the two single lines shown in Figure II.6, the reflection seen at the 

input is given by the following rational forms: 

� � ��
6 � � � �

7� � 7
 ( ) +8=9=

	 � 7� 7
 ( ) +8=9=
� (II.46)�

�
� ��

6r � � � �
7�s � 7
s ( ) +8=s 9=r

	 � 7�s 7
s ( ) +8=s 9=r
� (II.47)�

Both one-port scattering parameters will be equal if and only if (necessary and sufficient 

condition): 
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�

`7� � 7
 ( ) +8=9=à 	 � 7�s 7
s ( ) +8=s 9=r a � ` 	 � 7� 7
 ( ) +8=9=à 7�s � 7
s ( ) +8=s 9=r a�

v �7 � � 7 �s� � 7 
 �	 � 7 � 7�s�( )+8 =9= � 7 
s�	 � 7 � 7�s�( )+8 =s 9=r

� 7
 7
s � 7� � 7�s � ( )+�8 =9=?8=s 9=r � � 1�

(II.48)�

Let us define a new reflection factor 7  , as follows: 

�
7  �

`7� � 7�s a

� 	 � 7� 7�s �
�

� � �� � �u� ��

� � �� � �u� ��
� (II.49)�

The condition for identical reflectograms can then more elegantly be written as: 

� 7  � 7
 ( ) +8=9= � 7
s ( ) +8=s 9=r � 7
 7
s 7  ( ) +� 8=9=? 8=s 9=r � � 1� (II.50)�

We see indeed that the term-by-term solution (II.37) complies to this condition, but it is only one 

solution out of the complete set. The general condition set does not assume the reflections to be 

separated in time. The reflections can overlap and combine in such a way that condition (II.50) is 

satisfied, e.g. if the load of the second configuration complies to (II.51).  

� 7
s �
7  � 7
 ( ) +8=9=

	 � 7
 7  ( ) +8=9=
( ? +8=s 9=r � (II.51)�

 

4.3.2 � -segment transmission lines 

Two � -segment transmission lines will generate identical reflections if and only if their one-

port scattering parameters are equal. If we represent the latter by their rational expressions, the 

general condition set is of the form: 

�

fb2(� �e� � � ��
­ ) 6�

x(fe2Af �e� � � ��
­)6 �

�
fb2(� �e� ` � ��

® ) 6r a

x(fe2Af �e� ` � ��
®)6r a

�

v fb2(� �e� � � ��
­)6 � ¯ x(fe2Af �e� ` � ��

®)6r a

� �fb2(� �e� ` � ��
®)6r a¯ x(fe2Af �e� � � ��

­)6 � �

(II.52)�

In contrast to the term-by-term approach, the general condition set indicates that two 

identical reflectograms can be generated even if two loops have a different number of segments. 

As no time separation is imposed on the reflections, the reflections of an � -segment 
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transmission line can combine to produce a reflectogram that is identical to the one of an ° -

segment transmission line. 

 

4.4 Conclusions 

In this section, the condition sets were identified under which two network configurations 

produce identical reflectograms in the absence of taps. If the reflections are separated in time, the 

configurations have to obey the conditions given by term-by-term equation set (II.42). This 

condition set has been analyzed and interpreted from a physical point of view, and has been 

verified by simulations. If no assumptions are made about the timeliness of the reflections, then 

many more situations yielding identical reflectograms can occur, as given by condition set 

(II.52). 

If the reflections are known to be fully separated in time, it will be possible to correctly 

estimate the structure of the network (the number of line segments), but the cable types and line 

lengths estimates might be ambiguous. If no such assumption can be made, then even the 

topology can become indefinite. 
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5. IDENTIFICATION CONDITIONS IN THE PRESENCE OF TAPS 

5.1 Introduction 

As explained in paragraph 2.2.3, some loops might incorporate bridged taps. In Section 3, we 

showed by means of a simple example that the presence of a tap cannot always be determined by 

the analysis of the reflectogram. In this section, the general conditions under which transmission 

line networks can produce identical reflectograms in the presence of taps are derived. For this, 

we will start by analyzing the example of Section 3 from a physical point of view, in order to 

generalize the conditions under which a line-line (LL) and a line-tap-line (LTL) setup generate 

identical reflectograms. Next, other configurations are evaluated. The position of the tap is 

discussed, as well as the occurrence of multiple taps. 

As in the previous section, we will distinguish two cases: 

a) In the case of time-separated reflections, the identification can be performed on a term-

by-term basis, by using the linearized expressions of the one-port scattering parameter. 

b) For overlapping reflections, the general conditions for obtaining identical reflectograms 

in the presence of taps are derived using the rational expressions. 

 

5.2 Term-by-term condition set 

5.2.1 Example of Section 3: Preliminary discussion 

In the example that was used in Section 3 (recall Figure II.5), the first line segment is identical 

for both scenarios. This ensures that the reflection 7�  at the generator-line interface is the same 

for both setups. Then, a reflection occurs at the end of the first line due to a discontinuity in the 

impedance: 

·  For the line-line setup (LL): 7�+ �
FK�>)F K�=

FK�>?FK�=
 

·  For line-tap-line setup (LTL): 7+RS �
+FK�>R+FK�>)F K�=

+FK�>R+FK�>?FK�=
 

Both reflection coefficients are equal (7�+ � 7 +RS) because the second line segment and the tap 

form a total parallel impedance that is equal to the characteristic impedance of the second line in 

the LL configuration (0� ��+ R 0���+ � � ��+ ). However, it is not necessary that both branches are 

symmetric, as long as the created parallel impedance equals � ��+ . This is schematically illustrated 

below.  
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For the LL configuration, the next reflection is the one resulting from the line end. In 

contrast, for the LTL setup, two reflections occur: one at the line end, and one at the end of the 

tap. Both reflections should add up to give the same reflection as the single reflection in the LL 

configuration. In the example of Section 3, both branches of the LTL configuration had the same 

length, equal to the length of the second line of the LL setup: ��+


 � � +


S
 � � S

S
 . Moreover, the 

propagation constants were also equal: � +


 � � � � � +


S
 � � � � � S

S
 � � � . This latter has two 

consequences: 

1. All propagation speeds are equal: ¥§ � � � �
+,-

¤>
tt �-�

�
+,-

¤>
tTt �-�

�
+,-

¤T
tTt �-�

. Hence, both 

reflections in the LTL configuration arrive simultaneously and at the same instant as the 

end reflection in the LL setup. 

2. The attenuation per meter is the same (—+


 � � � � —+


S
 � � � � — S

S
 � � � ). By consequence, 

the tap and the second line segment each produce 50% of the reflection response, giving in 

total the same contribution as in the LL configuration. 

However, one can imagine that two branches with different lengths can also combine in such 

a way that the total reflection is undistinguishable from the end reflection of the LL 

configuration. For example, both reflections can arrive simultaneously if the tap is twice as long 

as the second line segment, but has half the attenuation per meter and twice the propagation 

speed. We can even further generalize this thought by allowing non-open line ends. 

In summary, it is not necessary for both branches to be equal to give an ambiguous response. 

The general conditions for an LL and an LTL structure to generate identical reflectograms are 

derived hereafter. 
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5.2.2 LL vs. LTL: Term-by-term condition set 

Consider an LL and an LTL structure, described by their linear equations, as given by 

equations (II.21) and (II.22): 

�
� ��



 � � � � 7�s � ` 	 � 7�s +a7�+ ( ) +� 8=9=� tt
� ` 	 � 7�s +a� 	 � 7�+

+ � 7
s ( ) +� 8=9=? 8>9>� tt

� 2b��Ac�(5 

 �
(II.53)�

�

� ��

S
 � � � � 7� � ` 	 � 7�

+a7+RS( ) +� 8=9=� tTt

� ` 	 � 7 �
+a� 7�R+7+RS� 7 �RS� ( )+ � 8=9=?8 T9T � tTt

� ` 	 � 7�
+a� 7� RS7+RS � 7� R+� 7
 ( ) +� 8=9=? 8>9>� tTt

� 2b��Ac�(5 
S
 �

(II.54)�

 

For the LL configuration, the parameters are defined as follows: 

·  7�s �
FuK�=)F GHI

FuK�=?F GHI
 

·  7�+ �
FuK�>)FuK�=

FuK�>?FuK�=
 

·  7
s �
Ft• )FuK�>

Ft• ?FuK�>
  

and for the LTL configuration: 

·  7� �
FK�=)F GHI

FK�=?F GHI
 

·  7+RS �
FK�>RFK�T)F K�=

FK�>RFK�T?FK�=
 

·  7�R+ �
FK�=RFK�>)F K�T

FK�=RFK�>?F K�T
 

·  7�RS �
FK�=RFK�T)F K�>

FK�=RFK�T?FK�>
 

·  7
s �
Ft )F K�>

Ft ?FK�>
 

Note that the same reference impedance � :�-  is used for both setups. Hence, both 7�  and 7�s  

contain this reference impedance (no �u:�-  exists). 

 

If we assume that the reflections are separated in time, one can impose the equality on a 

term-by-term basis. The following conditions should be fulfilled for an LTL setup and a LL 

setup to produce the same reflections (necessary and sufficient conditions): 
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1. The generator-line reflection should be the same: 

�������������� 7�s � 7� � (II.55)�

2. The reflection at the end of the first line should be the same:  

�������������� �7�+ ( ) +� 8=9=� tt
� 7+RS( ) +� 8=9=� tTt

� (II.56)�

3. In the LTL configuration, the reflection from the tap and the reflection from the second 

line should add up to produce the same response as the second reflection in the LL 

configuration:  

�
� 	 � 7�+

+ � 7
s ( ) +� 8=9=? 8>9>� tt
� � 7� R+7+RS � 7� RS� ( ) +� 8=9=? 8T9T � tTt

�

� � 7� RS7+RS � 7� R+� 7
 ( ) +� 8=9=? 8>9>� tTt
�

(II.57)�

Solving condition 2 for ( )+ � 8=9=� tTt
 and substituting, yields: 

�����������
��
� 	 � 7�+

+ � 7+RS7
s ( ) +� 8>9>� tt
� � 7� R+7+RS � 7� RS� 7�+ ( ) +� 8T9T � tTt

�

� � 7� RS7+RS � 7� R+� 7�+ 7
 ( ) +� 8>9>� tTt
�

(II.58)�

4. It can be shown that the multiple reflections add two supplementary constraints: 

����������������� }
�7�+ ( ) +� 8=9=� tTt

� 7+RS( ) +� 8=9=� tt

( ) +� 8T9T � tTt
� 7
 ( ) +� 8>9>� tTt

y� (II.59)�

By consequence, condition 2 boils down to: 

� } ( ) +� 8=9=� tt
� ( ) +� 8=9=� tTt

7�+ � 7+RS

y� (II.60)�

Using relationship (II.17), condition 3 boils down to: 

� 7
s ( ) +� 8>9>� tt
� 7
 ( ) +� 8>9>� tTt

� (II.61)�

In summary, the full set of term-by-term conditions for an LL and an LTL structure to 

produce the same reflections, is: 

�

‚
ƒ
„

ƒ
… 7�



 � 7�

S


7�+ � 7+RS

( )+ � 8=9=� tt
� ( )+ � 8=9=� tTt

7
s ( )+ � 8>9>� tt
� 7
 ( )+ � 8>9>� tTt

� ( )+ � 8T9T � tTt

y� (II.62)�



Chapter II 

62 
 

Remark: Instead of imposing equality conditions on the end reflection (condition 3) and on 

the multiple reflections (conditions 4 and 5), one can impose that the iterative equations (II.18) 

and (II.19) should be equal. The same final condition set is then obtained. 

 

5.2.3 LL vs. LTL: Discussion of the term-by-term condition set 

An LL and an LTL configuration will generate identical reflectograms if condition set (II.62) 

is satisfied. The first two equations impose a constraint on the impedance of the line segments.  

� 7�


 � 7�


S
 n � � ��


 � � � ��


S
 � (II.63)�

� 7�+ � 7+RS n � � �+


 � � � �+


S
 R� � �S

S
 � (II.64)�

The third and the fourth condition each impose an amplitude and a phase condition (see the 

discussion in paragraph 4.2.4). The phase conditions require that: 

1. the reflection at the end of the first line segment arrives at the same time instant in both 

configurations; 

2. the reflections from the tap and from the second line segment arrive simultaneously, with 

the same delay as the second line in the LL setup. 

Merely imposing that the reflections of the tap and of the second line segment add up to form the 

end reflection of the LL configuration is thus not sufficient. They must also arrive 

simultaneously, otherwise, it will be impossible to obtain equal multiple reflections. 

The amplitude conditions impose that the difference in line length is compensated by the 

different line attenuation coefficients and the different loads: 

� ��

S


� �


 � ±

—�

S


—�


 ²

) �

�
(II.65)�

� ]7
s ]( ) +� • >9>� tt
� ]7
 ]( ) +� • >9>� tTt

� ( ) +� • T9T � tTt
� (II.66)�

 

Condition set (II.62) also tells us that it is always possible � for any given load 7
s  of the LL 

setup�  to find a load 7
  of the LTL setup that leads to the same reflectogram. In that case, the 

presence of a tap cannot be detected from a reflectometric measurement. 
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Special case: If both branches of the LTL configuration are equal (symmetric case), the only way 

to satisfy the condition set (II.62) is by imposing: 

� 7
s � 7
 � 	 � (II.67)�

This means that an LTL configuration with symmetric branches but a non-open line end, can 

always be distinguished from an LL setup. 

 

5.2.4 Term-by-term condition set for other topologies 

Condition set (II.62) was derived for a tap placed in front of the second line segment, which 

was also the last segment (U � � � 0  in equation (II.19)). If more line segments precede the 

tapped line (U � � ³ 0 ), as shown in Figure II.13, the condition set becomes: 

�

‚
ƒ
„

ƒ
…

7� � 7�s
7@�@?�� 7•@�@?�
7ŒRS� 7• Œ)��Œ

( )+8 ´ 9́ � ( )+8• ´ 9’´

7
 ( ) +8‘ 9‘ � ( ) +8T9T � 7
s ( ) +8• ‘ 9’‘

y��������������������
A� � 	�0� – �� � 0
V� � 	�0� – �� � 	 � (II.68)�

Remember from paragraph 4.2.4 that the number of cascade line segments must be the same to 

allow a term-by-term identification. 

 

 

Figure II.13   When a tap is present in front of the last line segment, its presence might go unnoticed. 
 

If the tap is placed somewhere else along the line (U ¨ � ), the multiple reflections will 

always cause both reflectograms to be different. A direct consequence of this, is that a loop with 

multiple taps will always be distinguishable from a loop without taps. The only exception occurs 
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when both taps are colocated in front of the last line segment (see Figure II.14). The last 

condition then expands to: 

� 7
 ( ) +8‘ 9‘ � ( ) +8T=9T= � ( ) +8T>9T> � 7
s ( ) +8• ‘ 9’ ‘ ���� (II.69)�

 

 

Figure II.14   The presence of two colocated taps can also lead to indistinguishable reflectograms. 
 

 

5.2.5 Simulation results 

Condition set (II.62) has been verified numerically by simulating the configuration shown in 

Figure II.15, that complies to the condition set. As can be seen from Figure II.16, the obtained 

one-port scattering parameters are indeed identical, apart from numerical errors corresponding to 

the machine precision. 
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�

Figure II.15   The two network configurations used to verify condition set (II.62). 
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���

�

 

 

Figure II.16   One-port scattering parameter of the two configurations depicted in Figure II.15. As 
they comply with condition set (II.62), the obtained one-port scattering parameters are indeed identical 

(left), apart from numerical errors corresponding to the machine precision (right). 

                                                           
5 The values of the secondary parameters �� and � for the different cable types (FT4, FT6, FT8, BT5) 

can be found in Section 3 of Chapter III. 

Configuration A 

Configuration B 
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5.3 General condition set 

5.3.1 Tap with zero length 

If the tap has zero length, i.e. if there is no tap, then � ��
6Q6 should reduce to � ��

66 . This can be 

seen by filling in �S � 1  in equation (II.15). 

� ��
6Q6��� �

�7� �
� 7� RS � �7+RS�

� 	 � 7�R+� ( ) +8=9= � �7� 7

� 7� RS � �7+RS�

� 	 � 7�R+ � ( ) +8>9> � 7
 ( ) +� 8=9=? 8>9>�

	 � 7�
�7 �RS � �7 +RS�

� 	 � 7� R+� ( )+8 =9= � 7

�7 �RS � �7 +RS�

� 	 � 7� R+� ( )+8 >9> � 7� 7
 ( )+ � 8=9=?8>9>�
� (II.70)�

Replacing the reflection factors by their definition, one can show that: 

�7 �RS � �7 +RS�
� 	 � 7 �R+ �

� �7 �+  

So, as expected, the LTL structure reduces to the LL structure when the tap has a zero length. 

 

5.3.2 Tap(s) with non-zero length 

If one allows the reflections to overlap, then the reflections can combine in such a way that 

the presence of one or multiple taps at arbitrary positions cannot be detected. One needs to 

impose that both rational forms are equal, without restricting the identification per term.  

�

fb2(� �e� p� ��
� ­ ? §� ) 6q

x(fe2Af �e�p� ��
�­?§�)6 q

�
fb2(� �e� p� ��

­ ) 6�µ{¶· �¶¸¹ � º � q

x(fe2Af �e� p� ��
­)6�µ{¶·�¶¸¹�º� q

�

v fb2(� �e�p� ��
�­?§�)6 q ¯ x(fe2Af �e� p� ��

­)6�µ{¶·�¶¸¹�º� q

� �fb2(� �e� p� ��
­)6�µ{¶·�¶¸¹�º� q ¯ x(fe2Af �e� p� ��

�­?§�)6 q�

(II.71)�

Note that the taps can be located at any position U, in contrast to the term-by-term condition 

set where the taps needed to be placed in front of the last line segment (U � � ), in order to 

produce identical reflections. 

 



Identifiability of Subscriber Loops with Reflectometric Measurements 

67 
 

5.4 Conclusions 

In this section, we evaluated the identifiability of transmission line networks in the presence 

of taps. It was shown that under certain conditions, one or several taps can remain undetected 

with reflectometric measurements. 

If the reflections are separated in time, the network configurations have to obey the 

conditions given by term-by-term equation set (II.68). This condition set has been analyzed and 

interpreted from a physical point of view in paragraph 5.2.3. The main result is that the 

reflections from the tap and from the second line segment have to arrive simultaneously, with the 

same delay as the second line in the LL setup, to generate identical reflectograms. Merely 

imposing that the reflections of the tap and of the second line segment add up to form the end 

reflection of the LL configuration is not sufficient. The condition set has been verified by 

simulations in paragraph 5.2.5. 

If no assumptions are made about the timeliness of the reflections, then many more situations 

yielding identical reflectograms can occur, as is given by condition set (II.71). 
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6. PRACTICAL ISSUES 

In Sections 4 and 5, we have derived the condition sets under which two different 

transmission line networks generate identical reflectograms. However, this was done from a 

purely theoretical point of view. A few comments are at order. 

6.1 Frequency band 

If we take the example of two single lines (with different lengths and different 

characteristics), from paragraph 4.3.1, we know that they will produce the same reflections if the 

load complies to equation (II.51). As this equation contains the frequency dependent quantities 

� � ��� , � �• ��� , 7  � � �  and 7
 ��� , the required 7
s���  should comply to the equation at all 

frequencies of the measured bandwidth. The probability that this occurs is very small if the 

measured bandwidth is sufficiently large. This is one of the reasons why narrowband 

measurements should be avoided. 

6.2 Resolution 

The measurement devices have a limited resolution. If the condition sets are not exactly 

satisfied, but the deviation is small enough to fall within the resolution of the device, then it will 

not be possible to distinguish between the two different loops with this measurement device. 

This is a good reason to gather high quality measurements. 

6.3 A priori information 

In normal circumstances, the operators have some a priori knowledge about their network. 

For example, they might know which cable types are present in their network, or they might 

know that no taps have been inserted. It might thus be possible that the available cable types 

have characteristics (� �  and � ), such that the condition sets for equal reflectograms will never be 

satisfied. This shows the importance of a priori information. 

6.4 Noise floor 

As discussed in paragraphs 5.2.2 and 5.2.3, when working with the term-by-term approach, 

the multiple reflections sometimes impose supplementary conditions. However, for some setups 

the multiple reflections might not be visible, e.g. due to a low SNR or excessive line lengths. 

Hence, these supplementary conditions will disappear and the condition set might become less 

restrictive. Again, this calls for high quality measurements.  
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7. CONCLUSIONS 

In this chapter, we have first described how to calculate the one-port scattering parameter of 

an arbitrary loop. Next, we have shown that, under certain conditions, two different loops can 

generate identical reflections. Hence, the loop make-up cannot always be identified from 

reflectometric measurements, even if one would have a perfect measurement device (no 

measurement errors, infinite resolution,...). We started with an intuitive example, and continued 

by deriving the general conditions under which the loop make-up is not identifiable. A 

distinction was made between cascaded loops and loops with taps. The special case of time-

separated reflections was discussed, as it allowed to give a physical interpretation to the obtained 

condition sets. The derived condition sets have been verified by simulations. Finally, some 

practical issues indicated the need for accurate measurements and showed the practical boundary 

conditions that have to be met to use these results. 

Although this study has been conducted primarily to determine the identifiability of the 

make-up of telephone subscriber loops with SELT, the results are nevertheless widely applicable 

to any linear time invariant network consisting of a combination of transmission lines. 

  



Chapter II 

70 
 

APPENDIX A: 

CALCULATION OF THE ONE-PORT SCATTERING PARAMETER S11 

 

The one-port scattering parameter � �� � � �  of a one-port network can be calculated in different 

ways: 

1. starting from ABCD matrices (using the port voltages and the port currents in the 

network), 

2. starting from S parameters (using the waves travelling through the network), 

3. starting from reflection and transmission coefficients (using the signals travelling through 

the network). 

 

A.1. Proof of equation (II.8): calculation of S11 for a single line 

A.1.1 Starting from the ABCD matrix 

The ABCD matrix reflects the relationship between the input port and the output port of a 

network in terms of port voltages and port currents. 

�
»
¼�

/�
½� ˆ� �

¾ !
‰»

¼+

/+
½�

(II.A.1)�

The voltages and currents are defined as depicted in Figure II.A.1. 

 

Figure II.A.1   Definition of the port voltages and the port currents related by the ABCD matrix. 
 

For a transmission line, the ABCD matrix is [8,14]: 

� ˆ� �
¾ !

‰� »
d� � �� � 5� � �� � � �

5� � �� � � �¿ d� � �� �
½� (II.A.2)�

where � �  is the characteristic impedance of the line, 5�  is the hyperbolic sine and d�  is the 

hyperbolic cosine. 

The input impedance � @À is: 
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�
� @À�

¼�

/�
�

� ¼+ � � /+

¾¼+ � ! /+
�

(II.A.3)�

When a load � 
  is connected to the line’s end, the following boundary condition is imposed: 

� ¼+ � � 
 /+� (II.A.4)�

and hence the input impedance becomes:  

�
� @À�

� � 
 � �
¾� 
 � !

�
(II.A.5)�

The one-port scattering parameter of the unknown subscriber loop, expressed w.r.t. an arbitrarily 

chosen reference impedance � :�- , is calculated from the input impedance as follows (refer to 

paragraph 3.2 of Chapter I): 

�
� �� �

� @À� � :�-

� @À� � :�-
�

(II.A.6)�

Inserting equations (II.A.5) and (II.A.2) into equation (II.A.6), and taking into account that 

5� � [ � �
� Á)� ÂÁ

+
 and d� � [ � �

� Á?� ÂÁ

+
, results in equation (II.8), with 7�  and 7
  as defined in 

equation (II.9). 

 

A.1.2 Starting from S parameters 

Signal flow graphs are an intuitive way to follow the incident and the reflected waves 

throughout the network. In a signal flow graph, each wave is represented by a node. Hence, each 

port is represented by two nodes: node  À represents the wave coming into the device at port f , 

and node &À represents the wave leaving the device at port f . The scattering parameters are then 

represented by branches connecting the nodes within the network. 

The subscriber loop of Figure II.1 can be represented by the flow graph depicted in Figure 

II.A.2. The transmission line is a two-port network, that is represented by its S-matrix, and the 

load is represented by its reflection coefficient 7
  [15]. The input reflection coefficient Ã{Ä of this 

two-port network is defined as: 

�
Ã{Ä �

&�

 �
�

(II.A.7)�
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Figure II.A.2   Flow graph representation of the subscriber loop depicted in Figure II.1. 
 

The ratio of a dependent variable (&� ) to an independent variable ( � ) can easily be calculated 

from the signal flow graph by applying Mason’s rule (also called the rule of non-touching loops) 

[15,16]. There are two paths that connect  �  and &�  (� ��  and � +� 7
 � �+ ), and the only loop is 

� ++7
 . Hence, the input reflection coefficient is: 

�
Ã{Ä �

� �� � 	 � � ++7
 � � � �+ � +� 7


	 � � ++7

� � �� �

� �+ � +� 7


	 � � ++7

�

(II.A.8)�

One needs to take care when trying to relate this to equation (II.8): 

1. According to our SELT principle, the subscriber loop (including its termination) is 

considered as a one-port. By definition, the one-port scattering parameter of the 

subscriber loop is: 

�
� ��

CÀ� ) §C:D �
&�

 �
�

(II.A.9)�

and hence it corresponds to the input reflection coefficient Ã{Ä. 

2. If we wish to express the input reflection coefficient w.r.t. an arbitrary reference impedance 

� :�- , we need to insert a transformation matrix, as shown in Figure II.A.3 [17]. Note that 

� �� � � ++ � 1  because we are now working in the characteristic impedance of the line. 
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Figure II.A.3   Adding a transformation matrix to the network. 

 

Applying Mason’s rule now yields two paths that connect   and & (7� and 

\	 � 7�]�+�7
��+\	 � 7�]), and the only loop is �7��+�7
��+. 

�
���
C¾�)¦C:D �

7�\	 � 7�7
��+�+�] � \	 � 7�]\	 � 7�]��+�+�7

	 � 7�7
��+�+�

�
(II.A.10)�

Filling in ��+ ���+� � ()89, gives equation (II.8). 

 

A.1.3 Starting from reflection and transmission coefficients 

Another possibility to derive equation (II.8) is by using the signals that travel through the 

different parts of the network, as shown in Figure II.A.4, and by expressing that at each 

mismatch, a part of the signal (W) is reflected and the rest of the signal (	 � W) is transmitted. 

This way, we obtain: 

� & �  �7� � u�	 � 7���

` �  \	 � 7�] � u�\�7�]�

(II.A.11)�

and 

� Ã � (�	 � 7
� � ����7
��

� � ��	 � 7
� � (7
�

(II.A.12)�

Since we do not inject any signals on the far end side of the line (SELT principle), 

� � � 1� (II.A.13)�

Moreover, because we are dealing with a transmission line, the following equations hold: 
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� ( � d( ) 89�

x � �( ) 89�

(II.A.14)�

Substituting equations (II.A.12), (II.A.13) and (II.A.14) into equation (II.A.11), gives equation 

(II.8). 

 

Figure II.A.4   Signals reflected and transmitted for a network consisting of a single line, terminated with 
a load. 

 

A.2. Proof of equation (II.10): calculation of S11 for a cascade of lines 

Similar to the single line case, the one-port scattering parameter � �� � � �  of a two-segment line 

can be calculated in different ways. Using the ABCD matrix has the advantage that the chain rule 

can be applied for a cascade of lines [18], while this is not the case for S-matrices. Hence, for the 

cascade of two lines, in (II.A.5) and (II.A.6) we only need to replace the ABCD matrix by: 

� ˆ� �
¾ !

‰� »
� � � �
¾� ! �

½»
� + � +
¾+ ! +

½�

� »
d��� � � � � 5��� � � � �� ���

5� � � � �� � � � ��¿ d� � � � � � �
½»

d��� +�+� 5��� +�+�� ��+

5� � � +�+� � � �+¿ d� � � +�+�
½�

(II.A.15)�

with lines 1 and 2 as defined in Figure II.4. 
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A.3. Proof of equation (II.15): calculation of S11 for a tapped line 

Again, the one-port scattering parameter � �� � � �  can be calculated by multiplying the ABCD 

matrices of the different elements. The ABCD matrix of a tap is given by [18]: 

� ˆ� �
¾ !

‰� »
	 1

� � � �� � � � �S¿ 	 ½� (II.A.16)�
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APPENDIX B:  

PROOF OF EQUALITY (II.17) 

 

Applying the definition of a reflection coefficient in the presence of a tap (equation (II.16)) 

circularly to A� V� U W 	�0� #, one obtains the three reflection coefficients occuring at the tap: 

A� 	 �V� 0�U � # 7�R+ �
� � �� R� � �+ � � � �S

� � �� R� � �+ � � � �S
�

� � �� � � �+ � � � �S� � � �� � � � �+�
� � �� � � �+ � � � �S� � � �� � � � �+�

 (II.B.1)�

A� 	 �V� #�U � 0 
7�RS �

� � �� R� � �S � � � �+

� � �� R� � �S � � � �+
�

� � �� � � �S � � � �+� � � �� � � � �S�
� � �� � � �S � � � �+� � � �� � � � �S�

 (II.B.2)�

A� 0�V� #�U � 	  
7+RS �

� � �+ R� � �S � � � ��

� � �+ R� � �S � � � ��
�

� � �+� � �S � � � �� � � � �+ � � � �S�
� � �+� � �S � � � �� � � � �+ � � � �S�

 (II.B.3)�

Hence,  

7� R+ � 7� RS � 7+RS 

�
� ��� � ��+ � � ��S �� ��� � � ��+ �
� ��� � ��+ � � ��S �� ��� � � ��+ �

�
� ��� � ��S � � ��+ �� ��� � � ��S �
� ��� � ��S � � ��+ �� ��� � � ��S �

�
� ��+ � ��S � � ��� �� ��+ � � ��S �
� ��+ � ��S � � ��� �� ��+ � � ��S �

�

�
� ��� � ��+ � � ��S � ��� � � ��S � ��+ � � ��� � ��S � � ��+ � ��� � � ��+ � ��S � � ��+ � ��S �

� ��� � ��+ � � ��S � ��� � � ��S � ��+

�
�� ��+ � ��S � � ��� � ��+ � � ��� � ��S

� ��� � ��+ � � ��S � ��� � � ��S � ��+
 

� � 	  

(II.B.4)�
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APPENDIX C:  

CONVERGENCE OF THE TAYLOR SERIES EXPANSION 

 

The Taylor series expansion 
�

�?Z
� 	 � [ � [ + � \�  only converges for ][ ] ^ 	 . For a single 

line, the one-port scattering parameter is given by equation (II.8), and hence 

[ � 7 � ���7 
 ���( )+8�-�9 �. By definition (see equation (II.11)), the reflection factors are always 

smaller than or equal to one. For passive systems, e.g. transmission lines, the forward 

transmission gain ( )8�-�9  is also smaller than one. Hence, 

�

][ ] � Æ7� � � � Æ]7
 � � � ]Æ( ) +8� - � 9Æ�

�

n ][ ] ^ 	 �

(II.C.1)�

and the Taylor expansion converges for a single line. 

The convergence of the Taylor series for a multisegment transmission line can be proved as 

follows. Recall from paragraph 2.2.4 that a multisegment transmission line can be calculated 

iteratively by replacing 7
  by equation (II.18) or equation (II.19). This factor represents the one-

port scattering parameter of the appended line, as one would measure if it would be connected 

directly to the measurement device. For passive lossy one-port systems, ]� �� ] ^ 	  [19]. By 

consequence, the Taylor series will also converge for multisegment transmission lines. 

 

  

_ 	        _ 	           ̂ 	  
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APPENDIX D:  

CALCULATION OF THE MULTIPLE REFLECTIONS 

 

The multiple reflections of a two-segment transmission line can be obtained by performing a 

Taylor expansion on the rational equation (II.10) which is of the form  
�

�?Z
� 	 � [ � [ + � \�  . 

This was done in paragraph 2.3 to obtain the linearized equation (II.21), but the multiple 

reflections were not explicitly mentioned. 

An alternative way to obtain the linearized form for a two-segment transmission line, consists 

in replacing 7
  in the linearized expression (II.20) of a single line, by  
Ç=>?Ç t � Â>È>É>

�?Ç =>Çt � Â>È>É>
, as 

explained in paragraph 2.2.4. However, an additional step is needed as this is a non-linear 

equation, whereas we are looking for a linear expression. This rational function can also be 

linearized using the same Taylor expansion, yielding: 

�
7�+ � 7
 ( ) +8>9>

	 � 7�+ 7
 ( )+8 >9>
� 7�+ � � 	 � 7�+

+ � z � 7
 ( ) +8>9> � •? � � � 7�+ � •

i

•| P

� (II.D.1)�

By replacing 7
  in the linearized expression (II.20) of a single line according to equation 

(II.D.1), one obtains equation (II.38). 
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1. INTRODUCTION 

1.1 Goal 

In the previous chapter, we have investigated from a purely theoretical point of view if and 

when a subscriber loop make-up is identifiable from SELT measurements only. In this chapter, 

we will look into the practical issues when actually attempting to perform the identification. 

Determining the make-up of a subscriber loop solely from reflectometric measurements is an 

utterly challenging task, adequately summarized in [1] as: “the measurement consists of an 

unknown number of echoes, some overlapping, some not, some spurious, some not, that exhibit 

unknown amplitude, unknown time of arrival, and unknown shape”. 

Estimating the loop make-up is called loop identification in this PhD, but in literature it is 

also sometimes referred to as loop recognition, or loop characterization. The two latter terms are 

somehow more restrictive, and therefore the more general term identification is preferred. 

 

1.2 Approach 

In general, an identification problem consists of the following main items [2]: 

1. Collecting information about the system through measurements; 

2. Selecting an appropriate model to represent the system; 

3. Finding the optimal model parameters, i.e. the parameters that match the model with 

the measurements as closely as possible, taking the uncertainty of the measurements 

into account. 

First of all, one should decide how to measure the loop under test. As described in Chapter I, 

different SELT techniques have been proposed in the literature. The first major choice to be 

made is whether one will measure in the time domain or in the frequency domain. Next, one 

must choose which quantity to measure, e.g. in this work we have chosen to measure the one-

port scattering parameter � �� ���  in the frequency domain. Finally, the measurement setup itself 

and the specifications of the used measurement devices will also affect the results. The 

measurement setup is described in Section 2. 

After this, an appropriate model must be selected, which describes the subscriber loop 

behavior according to the objective at hand, i.e. in our case loop identification. This was already 

partly covered in Section 2 of Chapter II, where the one-port scattering parameter has been 
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modeled as a rational function for different loop topologies. As desired, the equations include the 

unknown line lengths as parameters, which need to be identified. Moreover, the cable types need 

to be recognized as well. They are present in the equations through their secondary parameters 

(the characteristic impedance � 	  and the propagation function 
 ). The equations of Chapter II are 

valid for any transmission line. We still need to incorporate the fact that we are dealing with 

copper telephone lines. This will be done in Section 3. 

In a final step, one must find the model parameters (i.e. the topology, the line lengths, and the 

cable types) such that the model output fits the data as closely as possible w.r.t. a certain 

criterion. As the model is non-linear in the parameters, an analytical solution cannot be found. 

One could use a brute force scanning method, but the large number of possibilities makes this 

approach impractical1. Instead, numerical iterative solvers can reach satisfactory results, 

provided that good initial values are available. The optimization is discussed in Section 4.  

As will become clear throughout this chapter, three main challenges will complicate this 

identification process. To each of them, a separate section is devoted (Sections 5-7). We start 

with a thorough investigation on the origin of each challenge, and subsequently possible 

solutions are presented and evaluated. Section 8 summarizes the proposed solutions, and assesses 

how the identification benefits from it. In Section 9, the most important contributions of this 

chapter are reviewed.  

  

                                                           
1 In [3], the order of magnitude is estimated to be 1049. 
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2. MEASUREMENT SETUP 

2.1 Frequency domain reflectometry 

The first choice one has to make w.r.t. the measurement setup, is whether the measurements 

will be performed in the time domain or in the frequency domain. We have chosen to use 

frequency domain reflectometry (FDR), for the reasons described in paragraph 2.2.2 of Chapter 

I. On top of these general advantages, FDR also has some benefits that are specific to subscriber 

loop identification, as will become clear in the remainder of this chapter. For example, FDR does 

not suffer from the presence of a splitter (see paragraph 7.2.1), and the dispersion on copper lines 

can be strongly reduced (see paragraph 6.3). 

As a measured quantity, we have selected the one-port scattering parameter � �� ��� , because 

all the information that can be acquired about the subscriber loop through SELT is contained in 

it, and because it is well suited for loop identification, as already described in paragraph 3.1 of 

Chapter I. 

 

2.2 Description of the measurement setup 

The measurements shown in this chapter and in the next one were performed at the cable 

farm of Alcatel-Lucent Bell (Antwerp, Belgium), as part of the joint IWT project “Innovation on 

Stability, Spectral and Energy Efficiency in DSL” (iSEED). The results described in these two 

chapters were partly obtained during this project. Figure III.1 shows the connection panel of the 

cable farm. Copper twisted telephone pairs are attached on the back of the connection panel (not 

visible in the Figure). One end of each line is connected to the left hand side of the connection 

panel while the other end is connected to the right hand side. The front side of the connection 

panel allows to easily combine different lines such as to obtain the desired configuration by 

means of jumper cables2. 

The one-port scattering parameter � �� ���  was measured in the frequency domain with a HP 

4195A Vector Network Analyzer (VNA), extended with the Transmission/Reflection test set 

41952A. As the VNA has a coaxial connector, while a telephone line is operated as a differential 

system, we need to insert a ‘balun’ transformer. This device converts the unbalanced signal of 
                                                           

2 The jumper cables are specifically designed to connect the twisted pair lines, and have been found to 
have no influence on the measurements. 
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the VNA to a balanced signal for the subscriber loop, and it changes the impedance from ��
�  to 

���
� , which is a better match for the characteristic impedance of telephone lines (see Section 

5). The measurements are controlled remotely through Matlab. 

 

 

Figure III.1   Photograph of the connection rack at the cable farm of Alcatel-Lucent Bell (Antwerp, 
Belgium). 

 

Jumper cables 

Start of cable:  
Connection with VNA 

End of cable: 
Connection with load 
or next line segment 
through jumper cables 
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The complete measurement setup is sketched in Figure III.2, and a photograph is shown in 

Figure III.3.  

 

 
Figure III.2   Sketch of the measurement setup. 

 

 

 

Figure III.3   Photograph of the measurement setup during calibration. 
 

 

Remote control 
through Matlab 

Vector Network 
Analyzer HP 4195A 

Transmission/ 
Reflection Test Set 
HP 41952A 

Test lead with 
Krone connector 
at the end 
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In summary, the VNA (�
��
� 
���
��� ) is connected to the line through: 

1) the Transmission/Reflection Test Set HP 41952A (���
���
� 
���
��� )3 , 

2) a North Hills differential balun 0301BA converting the ��
�  unbalanced 

excitation signal of the VNA to a ���
�  balanced differential signal for the TP 

(��
���
� 
��
��� ), 

3) a test lead with a Krone connector at the end to allow an easy connection to the 

cable rack (see Figure III.4). 

 

� �
Figure III.4   Zoom of one connection rack (left); Krone connector (right). 

 

A standard open-short-load calibration is performed at the end of the test lead to remove the 

effects of the balun and the test lead [5]. 

The one-port scattering parameter is measured at ���  equidistant frequencies, upon the 

ADSL grid, as given by equation (III.1). By consequence, the measured frequency band spans 

from ������
���  to ���������
��� . 

� � � � � � ���� �� 
� 

�� �������������������������������������� � � �� �� � � ��� � (III.1) �

 

2.3 Physical interpretation 

In paragraph 2.3 of Chapter II, we have linearized the equation that describes � �� � � �  for a 

single-segment and a two-segment transmission line. Similarly, an � -segment transmission line 

will have a one-port scattering parameter of the following form: 

� � ��
 ! " � � � � #$ %& ' () ! * + , - .-

/
-01

2

(3 �

%4567896):� (III.2) �

with #$  representing the near-end reflection (see Section 5), ' ( the frequency dependent and 

complex (; < ) amplitude coefficients, and 6= and 
 = respectively the length and the propagation 
                                                           

3 Although the performance of the instrument is only warranted in the given frequency range [4], 
measurements outside this band are possible as well. The measurements have been found to be reliable 
when a calibration is performed. 
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constant of line segment � . The propagation constants can be split into their real part � = and their 

imaginary part � =, yielding: 

� � ��
 ! " � � � � #$ %& ' (

>) ! ?* + @- .-
/
-01

2

(3 �

%4567896):� (III.3) �

with ' (
> � ' () !* + A- . -

/
-01 . Recall the propagation constants 
 = are frequency dependent, and 

hence the attenuation constant � = and the phase constant � = will be frequency dependent as well. 

As ) !?* + @- . -
/
-01 � BC: DE� + � =6=

(
=3� F% G:8H�E�+ � =6=

(
=3� � , we are dealing with complex 

sinusoids, which are also called cisoids. They represent the standing wave patterns that are 

created on the line, due to the interference of the ingoing and the reflected waves. The 

amplitudes ' (
> will decrease with frequency because the attenuation constants � = increase with 

frequency. Hence, the one-port scattering parameter of a multisegment transmission line is a sum 

of damped cisoids. 

As explained in paragraph 2.1 of Chapter II, transforming the measured and calibrated 

� �� ���  to the time domain through an inverse fast Fourier transform (IFFT) yields the time 

domain response of the line that one would measure with TDR [6-8], which we will abbreviate 

by : �� � 7�  in this chapter: 

� IJJKL� �� � � � M� : �� � 7� � (III.4) �

Recall that : �� � 7�  corresponds to the impulse response of the line if the excitation pulse is 

sufficiently narrow. 

 

2.4 Simulations 

Throughout this chapter, simulations of � �� � � �  will also be used (see for example Figure 

III.10). They are based on the VUB model, which is described in the next section. Simulations 

are of great help to discuss the challenges of loop identification and to emphasize the issue that is 

discussed. For this reason, no noise was added to the simulations. For each figure in this chapter, 

the loop make-up will be schematically drawn, with the central office (CO) assumed on the left 

hand side, and the right hand side corresponding to the customer premises (CP). The letter M or 

S in the lower right corner indicates whether a measurement or a simulation was used to compute 

the data that are displayed on the figure.  
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3. MODEL 

The subscriber loop is assumed to be a LTI system, which can be modeled by the rational 

expression described in paragraph 2.3 of Chapter II. Nonetheless, these equations are valid for 

any transmission line as long as the applied signals are kept reasonable small to ensure linearity 

of the models. We will now incorporate the fact that we are dealing with copper telephone lines. 

In general, a transmission line is completely described by its secondary parameters � 	  (the 

characteristic impedance) and 
  (the propagation constant). These are in turn defined by the per-

unit length series impedance � N and the per-unit length parallel admittance OP of an infinitesimal 

line section, as given in equations (III.5) and (III.6) respectively. 

� 
 � � � � Q� N� � � OP� � � � (III.5) �

�
� 	 � � � � R

� N� � �

OP� � �
� (III.6) �

The secondary parameters are present in the general expressions for the one-port scattering 

parameter that have been introduced in paragraph 2.3 of Chapter II. Several models exist, which 

apply these general definitions to telephone lines, e.g. the KPN models [9], the British Telecom 

models [10], and the VUB model [11-14]. A comparative study of the different models can be 

found in [15]. We have chosen to work with the VUB model because: 

·  it contains only 6 parameters; 

·  it is based on physical quantities (the geometry and the material properties) of the 

cable; 

·  it is always causal; 

·  it incorporates the skin effect and the promixity effect. 

It models the series impedance � N as: 

� � N� � � � ST: %S� UE:
VW

V�
%S�

S*

�
SX: Y � (III.7) �

with : � Z�[�  the Laplace variable, V\ � V \ �SXUE: �  the Bessel function of order 8, and 
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� Y �
� S*

* VXV* %� V� V* %S* VWVX

S*
XV* VX %S* V� V* %� S*

* VWVX %VWV�

� (III.8) �

The first term of � N represents the conductor losses, the second term takes the skin effect into 

account, and the last term accounts for the proximity effect. 

The parallel admittance OP is simply modeled as: 

� OP� � � � ] %:^ � (III.9) �

with ]  the conductance of the insulator, and ^  the quasi-static capacitance of the line. 

The parameters LS� � S* � SX� ST� ^� ] M are related to the geometrical dimensions and the 

material constants of the twisted pair line, as sketched in Figure III.5: 

·  the conductor radius _, 

·  the center separation distance ` , 

·  the conductivity a	  of the conductor, 

·  the magnetic permeability b	  of the 

conductor, 

·  the electrical permittivity c\  of the 

insulator, 

·  the magnetic permeability b\  of the 

insulator. 

 

Figure III.5   Geometry and material constants. 

S� �
�

[_
R

b	

a	
� SX � _d b	 a	 � ^ �

c\ b\

efgh
�

S* � i
_
`

j
*
� ST � efgh �

b\

[
6Hk

`
_

l � ] � m^7_Hn�

�

(III.10)�

Starting from these physical parameter values, optimized parameters can be estimated, as was 

done in [11] and [13]. The parameter values are given in Table III.1 for some common cable 

types used throughout Western Europe. Note that the letter :  in the units now stands for seconds, 

and no longer for the Laplace variable as in the equations above. These values have been used 

for all simulations throughout this chapter. We will refer to the cable types through their 

abbreviations FT4, FT6, FT8, BT5 and BE5. 
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Table III.1   Parameter values for some common cable types in Western Europe. 
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4. PARAMETER OPTIMIZATION 

4.1 Problem description 

Once that the measurement and the model are available, the final step is to find the model 

parameters that match the model with the measurements as closely as possible. In general, this is 

done by finding the minimum of a certain cost function. The cost function is a measure for the 

mismatch between the model and the measurement. For example, the weighted sum of the 

squared errors is commonly used as a cost function, as given in equation (III.11). 



^z � &

{� �� �|f}N � � ~ � E � �� �|•€ � � ~ � • � {

a‚ 11
* � � ~ �

*ƒ

~3 �


� (III.11)�

Herein, � ���|f}N  represents the calibrated measurement of the one-port scattering parameter with 

variance a‚ 11
* , and � ���|•€  is the one-port scattering parameter model with parameters • . These 

include the unknown line lengths, but can also include the parameters LS� � S* � SX� ST� ^� ] M of 

Section 3 if the cable types are unknown. 

However, as the expressions for � �� ���  are highly non-linear in the parameters (recall 

equations (II.8), (II.10) and (II.15)), performing an optimization without any prior knowledge 

about the value of the parameters would be too complex, and the risk of getting trapped in a local 

minimum would be non-negligible [16]. This is illustrated in the following example. Figure III.6 

shows a subscriber loop simulation consisting of a single line segment of ����
4  length. The 

only unknown parameter is the line length e in this case. Given that this is a simulation without 

noise, the cost function will be zero if the correct line length (i.e. ����
4 ) is inserted in the 

model. Nevertheless, one also sees that there is a local minimum at e � ����
4 . All starting 

values in the range s� E ����t
4  will drive the optimization towards the global minimum (and 

hence a correct estimation of the line length), while starting lengths larger than ����
4  will 

drive the optimization towards the local minimum instead (and hence an incorrect estimation of 

the line length). 

So, even for this extremely simple example, it is mandatory to have a good starting value, i.e. 

one that is relatively close to the correct value, to avoid getting trapped in local minima. When 

the subscriber loop configuration becomes more complex, the role of good starting values 

becomes even more important.  
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Figure III.6   Danger of using arbitrary starting values in the presence of local minima. 
 

Hence, it is compulsory to know the loop topology (i.e. the structure of the loop), and to have 

good starting lengths before performing the parametric optimization. However, it is not 

straightforward to extract this information from the measured echo response. According to 

reflectometric theory, each impedance discontinuity that is present along the loop will create a 

reflection. This means that the end of the line will create a reflection, but also each gauge 

change. Taken as such, the number of reflections present in the time domain response should 

allow to identify the loop topology, i.e. the number of different line segments present in the 

overall loop. Moreover, initial values for the line lengths can be retrieved as well, as the time 

delay of a reflection is directly related to the line length through the propagation speed.  

Although this reasoning sounds acceptable in theory, it is unfortunately a little too simplistic 

to be of practical use. A number of issues will complicate the identification process: 

1. Under specific conditions, two different subscriber loops can generate identical echo 

responses (see Chapter II). In these cases, the loop make-up cannot be uniquely 

identified from SELT measurements only. 

2. The reflections are not just scaled replica of the injected pulse, but they are severely 

distorted by the dynamic response of the channel. 

3. It is difficult to pinpoint the exact start of the reflection, because the high frequency 

components arrive before the low frequency ones, but they are also more attenuated. 

global minimum 
FT4 

1000 m 

S 

local minimum 
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4. There is not necessarily a one-to-one relationship between the number of line segments 

in the subscriber loop and the number of reflections that are visible in the time domain 

response. One can have: 

a) less reflections than line segments: Reflections of two closely spaced line 

segments can overlap. In some cases, one might receive what seems to be only 

one reflection, instead of two individual reflections. 

b) more reflections than line segments: As explained in Chapter II, a single 

reflection bounces several times on the line, until all its energy is dissipated. As 

a consequence, we will receive reflections at multiples of the delay as well. 

Additional reflections can also be caused by imperfections on the line (see [7] 

and Chapter IV, section 2). 

 

4.2 Improving the initial line length estimates 

From the discussion above, it is clear that good starting values are a mandatory prerequisite 

for a robust optimization, but that good starting values are also difficult to obtain. Therefore, we 

propose to decompose the parameter optimization (the third step of the identification, as 

described in paragraph 1.2) in the following three actions: 

3.1 Pre-processing of the measurements, to bring out the individual reflections as clearly 

as possible; 

3.2 Non-parametric estimation of the loop topology and of the initial line lengths; 

3.3 Parametric optimization of the line lengths, and estimation of the cable types. 

In a first step (3.1), the measurements will be processed to emphasize the individual reflections 

in the time domain response. This will facilitate the estimation of the loop topology, and will 

help in obtaining good initial values for the lengths of the different line segments (3.2). In turn, 

this will enhance the final result of the parametric optimization, i.e. the identified loop make-up 

(3.3). 

The main contribution of this work lies in inserting an extensive processing step (step 3.1), in 

order to facilitate the subsequent steps 3.2 and 3.3 of the optimization. The exact implementation 

of steps 3.2 and 3.3 is not targeted in this PhD. Great effort has already been spent on this by 

several research groups, although with moderate success when the loop make-ups become 

complicated (e.g. long lines, multisegment loops,…) [7,17-35]. The author has the impression 
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that –independently of the exact implementation, and independently of whether TDR or FDR is 

used– the performance is not limited by the algorithms, but rather by some inherent restrictions 

of the system. Therefore, it was decided to investigate what makes the identification so 

challenging, and to intervene at this point. 

 

4.3 Comparison with literature 

The proposed approach for the complete loop make-up identification is shown schematically 

in Figure III.7. The black arrows indicate frequency domain quantities, while grey arrows are 

used for time domain quantities. Note that all the proposed processing steps operate in the 

frequency domain. The idea of performing processing in the frequency domain was originally 

proposed by the author in [17] and further refined in [18] and [19]. 

 

Figure III.7   Proposed approach: measurement and processing in the frequency domain. 
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The structure is rather similar to the one that is proposed by Boets et al. in [22] (see Figure 

III.8). Although the latter also perform measurements in the frequency domain, an IFFT is 

immediately applied. The obtained time domain response is processed in the time domain, 

yielding a good approximation of the impulse response of the loop (see Chapter II, paragraph 

2.1). Next, this quantity is used to estimate the loop make-up. 

 

Figure III.8   Approach of Boets et al.: measuring in the frequency domain, but processing in the 
time domain. 

 

The approach proposed in this chapter mainly differs in the following aspects: 

1. The resolute choice to work in the frequency domain. Only the estimation of the initial 

line lengths is performed in the time domain4. 

2. The presence of an extensive processing block in the frequency domain, to bring out the 

reflections as clearly as possible. The content of this block is hidden for the moment in 

Figure III.7, as it will be introduced progressively in the following sections.  

                                                           
4 Although less straightforward, one could also find initial line lengths without leaving the frequency 

domain, e.g. by fitting a model of damped cisoids on the measured data points. In that case, the proposed 
approach operates fully in the frequency domain. 
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Note that, due to the introduced preprocessing step 3.1, the resulting time domain signal after 

the IFFT will no longer correspond to the impulse response : �� �7� . However, the goal is to 

obtain a pulse shaped response whose pulses correspond to the reflections along the line. We 

abandon the physical meaning of : �� �7�  on purpose (we do not attempt to keep the full 

equivalence with the impulse response). Instead, we create a new time domain signal 9�7�  which 

has been preprocessed to bring out the reflections as clearly as possible. We will call it the 

periodogram because it extracts the periodicity that is present in � �� ��� . We define it as the 

magnitude of the IFFT of the processed one-port scattering parameter, as given by equation 

(III.12), where „  stands for the processing. This is similar to the definitions of the periodogram 

in [36] and [37] (although there the square of the magnitude is taken). 

� 9� 7� …†‡zzˆ L„ � � �� � � � � M†� (III.12)�

It is worth mentioning that, due to the processing, the obtained signal after IFFT is complex 

(; < ). However, we desire to obtain a real (; ‰) signal in the time domain. That is why the 

magnitude of the obtained complex signal is taken in the definition (III.12). 

 

Another approach that can be found in literature, is the one of Galli et al. [28]. They have 

chosen to work completely in the time domain. The full topology is not estimated at once by 

minimizing a parametric model as described in paragraph 4.1, but a peeling-based approach is 

applied, until all reflections have been accounted for. To identify the loop make-up, different 

loop make-ups are hypothesized, and their respective responses are compared with the measured 

TDR trace. The topology with the smallest difference is withheld, and then new, more complex, 

topologies are proposed and evaluated. Note however that a general drawback of peeling 

methods is that they are prone to increasing modeling errors. 
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4.4 Conclusion 

As explained in the beginning of this section, the relationship between the number of line 

segments and the number of visible reflections is not always bijective (i.e. one-to-one). The more 

the reflections are prone to distortion, the sooner it will become impossible to differentiate 

between reflectograms that look alike. Hence, some processing is necessary to bring out the 

individual reflections as clearly, i.e. as sharply, as possible. Three main challenges can be 

identified: 

1. An undesired additional reflection is present at the measurement device, called the near-

end reflection. It might mask the genuine reflections.  

2. Telephone lines have a highly dispersive character. By consequence, two reflections can 

overlap in such a way that only one single reflection is visible. 

3. The bandwidth containing useful information is limited, and by consequence the time 

resolution is limited as well. This might create a problem of resolvability of the 

reflections in the time domain. 

Each of these challenges will now be analyzed thoroughly in a separate section, because 

clearly understanding the problem is already half of the solution. We will track the origin of the 

difficulties from a mathematical point of view first but, whenever possible, we will give a 

physical interpretation as well. The linearized forms of � ��  from Chapter II will be used to this 

extent. We have also attempted to stress the equivalence between the time domain and the 

frequency domain. The results of this study have been published in [38]. In this chapter, we will 

go one step further, by presenting possible solutions for the encountered challenges by applying 

processing techniques. The induced gains will be evaluated, i.e. how they help in identifying the 

subscriber loop make-up, on simulations as well as on measurements. 
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5. CHALLENGE 1: NEAR-END REFLECTION 

5.1 Origin and danger of the near-end reflection 

One-port scattering parameters � �� � � �  are always expressed in a reference impedance � Šf‹ . 

This impedance is most often the output impedance of the measurement device � $ , i.e. ��
p , or 

the used calibration load � 	}. , e.g. ���
p . In contrast, the characteristic impedance � 	  of a 

twisted pair copper telephone cable is complex valued and frequency dependent, with a 

magnitude varying around ���
p . Figure III.9 shows the magnitude of � 	 ���  for different cable 

types. These values were obtained by measuring the lines with an open and a short at the line 

end. The characteristic impedance � 	  can then be calculated as described in Appendix A. 

 

Figure III.9   Measured characteristic impedance for different cable types: BT5, FT4, and FT6. 
 

This mismatch will generate a reflection at the generator-line interface, called the ‘near-end 

reflection’ (NER). The amount of energy that is reflected at this interface is proportional to the 

strength of mismatch between the characteristic impedance of the line and the reference 

impedance, as given by equation (III.13). 

� #$ � � � 
…
� 	 E � Šf‹

� 	 %� Šf‹
� (III.13)�

M 
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The main threat of the NER is that it might conceal the reflections of interest, i.e. the reflections 

caused by the different line segments which contain information about the loop make-up. This is 

especially a concern for long lines, as the reflections will be strongly attenuated in these cases. 

Figure III.10 illustrates this for a simulated FT4 line of ����
4 . The reflection from the line end 

(around 7 � ��b: ) is overshadowed by the NER, to such an extent that it is barely visible. 

Note that the NER is not a property of the FDR measurement approach. A NER is also 

noticed when measuring in the time domain. This is discussed by Galli et al. in [1], where the 

NER is called the “slowly decaying signal”.  

 

Figure III.10   The reflection from the line end is almost completely masked by the near-end reflection. 
 

5.2 Reducing the near-end reflection 

Different methods to reduce the NER can be found in literature. The goal of this paragraph is 

to give an overview of the different approaches, and to group them into different categories. 

Basically, one can distinguish two main approaches to reduce the NER: 

1. Hardware approach: An impedance matching network is placed between the 

measurement device and the loop under test [39]. 

2. Software approach: The measurement is performed in any reference impedance. 

Subsequently, the NER is estimated and removed by post-processing. Removing the 

NER can be implemented in different ways:  

Line end reflection barely visible 

FT4 

2500 m 

S 
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a) The simplest approach is to subtract the estimated NER from the measured 

data. This can be done in the time domain or in the frequency domain [1,35]. 

b) When working with one-port scattering parameters, the reference impedance 

in which � �� ���  is expressed, can be changed according to equation (III.14), 

to match the characteristic impedance of the first line segment as closely as 

possible (� Šf‹�Œf• Ž � 	�� ) [7]. For the interested reader, the derivation of this 

equation can be found in Appendix B. 

� ���Œf• �
� Šf‹ �•Š\$ k

� %� �� �|f}N
� E � ���|f}N

l E � Šf‹ �Œf•

� Šf‹ �•Š\$ k
� % � ���|f}N
� E � �� �|f}N

l %� Šf‹ �Œf•

� (III.14)�

The scattering parameter in the new reference impedance � ���Œf•  corresponds 

to the one we would measure when working with an instrument that presents 

an impedance � Šf‹�Œf•  to the line under test.  

The main difference between these two software approaches can be seen when 

recalling the linearized equation for the one-port scattering parameter of a single 

line, as given by equation (II.20). Herein, the first term represents the NER. 

� ��
" � � � � #$ %#" D� E #$

* F) ! * ,. %4567896)
•)�6)B78CH:�

In the first approach (subtraction), the first term of equation (II.20) is subtracted but 

#$  remains present in the other terms. In the second approach (reference change), 

according to (III.13) #$  becomes (nearly) zero. In practice #$
*  is quite small, and 

both approaches yield similar results. 

 

A common drawback of all approaches is that knowledge about the characteristic impedance 

� 	  of the first line segment is required. There are different ways to obtain this knowledge: 

·  One can measure the input impedance of a very long line of the same cable type as 

the first line segment in the loop under test. This will be a good approximation of 

� 	 ��� . In [39], an (imperfect) impedance network is used (hardware approach), and 

the residual NER is measured in the frequency domain. A drawback of this method is 

that it requires a second measurement to be taken. More importantly, a long cable is 
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often not available (ideally it should even be infinitely long) and the cable type is not 

known a priori. 

·  From the SELT measurement of the unknown loop (in the time or the frequency 

domain), one can estimate: 

o which cable type is most probable from a limited set (hypothesis testing), and 

retrieve the corresponding value for � 	  from a database of � 	  curves [32]. 

o � 	  with a physical parametric model, like in [7] and [35]. The main advantage 

over the hypothesis testing method mentioned above, is the flexibility to adapt 

to new cable types and to incorporate effects of temperature variation, ageing, 

or uncertainties about � 	 . 

In [17], the author of this PhD proposed an alternative method, belonging to the software-

subtraction approach 2a). However, the characteristic impedance � 	 ���  is not estimated in a 

preliminary step. Instead, the NER is estimated from the � �� ���  measurement of the unknown 

loop, by modeling it as a rational function in the frequency domain. A low order is preferred as 

the fit should be quite stiff, i.e. it should only incorporate the slowly varying NER, and not the 

periodic fluctuations (i.e. the standing waves) created by the line end. A rational function of 

order 2/1 was found to give satisfactory results for a wide range of loop make-ups.  

 

The discussion above indicates that the NER can be reduced by different means. However, 

none of the approaches can perfectly remove the NER from the measurement of an unknown 

subscriber loop. Hence, a residual of the NER will always remain present in the measurement. 

This is illustrated in Figure III.11 for a measured BT5 line of ����
4 . The corresponding 

simulated line is also shown for comparison (in green). Here, the NER can be perfectly removed, 

since we exactly know the characteristic impedance of the first line segment used in the 

simulation. The impulse response obtained through IFFT is also shown. 
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�

�

Figure III.11   The NER can be strongly reduced in the frequency domain (top) and in the time domain 
(bottom), but a part of the NER will remain, as indicated by the arrows.�

 

5.3 Conclusion 

Due to the impedance mismatch at the measurement device, a NER will be present. This 

section gave an overview of different methods to reduce the NER which can be found in 

literature. Regardless of the chosen method, it will be impossible to perfectly remove the NER 

for unknown subscriber loops. Nevertheless, it is mandatory to reduce the NER as much as 

possible to emphasize the reflections of interest (i.e. the ones containing information about the 

loop make-up). 

 

  

NER residual 

NER residual 

NER residual 
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6. CHALLENGE 2: DISPERSIVE NATURE OF THE TELEPHONE NETWORK 

6.1 Introduction 

Telephone lines have a highly dispersive character, i.e. present reflections with a large width. 

This could already be seen in Figure III.11 of this chapter (bottom figure) and in Figure II.2 of 

the previous chapter. As this is a property of the copper telephone lines, the dispersion will be 

present with TDR as well as with FDR. However, as will be shown in this section, in the 

frequency domain some processing can be incorporated to counteract the degradation that is 

caused by the dispersion. 

The dispersion represents a major difficulty for the subscriber loop identification, as it may 

cause the reflections of the different discontinuities to overlap. When considering a multisegment 

transmission line, it is important to keep these reflections as narrow as possible to facilitate the 

identification. This is especially necessary to: 

·  resolve two closely separated reflections, 

·  distinguish the presence of a small reflection in the proximity of a large one. 

Figure III.12 shows the reflectogram for a simulated cascade of a ����
4  FT4 line, a ����
4  

BT5 line and a ����
4  FT6 line. As this is a simulation, it was possible to perfectly remove the 

NER. The start of each reflection is indicated by an arrow in Figure III.12. If no action is 

undertaken to compensate for the dispersion, the presence of the second reflection might go 

unnoticed. Even if it is detected, it will be hard to estimate the start time accurately. 

On top of this, the signals are also strongly attenuated along the copper lines. The fact that 

the signals travel twice the line length with SELT only makes things worse. Processing can again 

be very helpful to artificially boost the amplitude of the reflections. 
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Figure III.12   Reflectogram for a simulated cascade. Due to the dispersion, the start of the second 
reflection is hardly noticeable.  

 

In this section, we will first investigate the origin of the dispersion and the attenuation of the 

telephone lines from a mathematical point of view. Next, we will look into processing techniques 

that can be used to compress the reflections, and to enhance their amplitude. Note that, due to the 

processing, the time domain waveform obtained through IFFT will no longer correspond to the 

impulse response of the loop. One can also notice that time alias is present in the example of 

Figure III.12. This is related to the dispersion, which stretches the duration of the reflections to 

such an extent that they become larger than the acquisition time window. By consequence, 

compressing the reflections will also help in avoiding time alias. This is discussed in paragraph 

6.4. 

 

6.2 Origin of dispersion 

Dispersion is often described as the mechanism that is responsible for the broadening of a 

pulse as it travels along the line. In order to see what we can do to counteract this widening, we 

will first investigate its origin from a mathematical point of view. Thereto, we rewrite the one-

port scattering parameter of a single line (see equation (II.20) of Chapter II) taking the complex 

1000m 
FT6 
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FT4 
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BT5 
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nature of the propagation constant 
��� � ���� % Z����  into account. The following 

assumptions are made to keep the example simple without loss of generality: 

a) we ignore the multiple reflections; 

b) we assume that the NER has been perfectly removed (#$ � �� ; 

c) we assume that the line end is open (#" � � ), as is approximately the case for an 

on-hook telephone set. 

The one-port scattering parameter for a single line then simplifies to: 

� � ��
" � � � � ) ! * • � ‹ � . ) ! * ‘@� ‹ � . � (III.15)�

Since � ��
" ��� ; < , we can partition � �� � � � 
 in its real and imaginary part: 

�
’ L� ��

" � � � M� ) ! * • � ‹ � . BC:� E� � � � � 6�

“ L� ��
" � � � M� ) ! * • � ‹ � . :8H� E� � � � � 6�

� (III.16)�

Note that we will use the complex notation as given by equation (III.16), and not the polar 

notation as given by equation (III.15) throughout this chapter because this latter is less suited for 

loop identification, as detailed in Appendix C. 

The one-port scattering parameter of a single line can thus be modeled as a damped complex 

sinusoid, i.e. a damped cisoid. The exponential term of equation (III.16) reflects the damping of 

the line. It depends on the frequency dependent attenuation constant ����  and the line length 6. 

The sinusoidal term represents the standing waves that are created on the line due to the 

interference between the incident and the reflected waves. It depends on the line length 6, as well 

as on the frequency dependent phase constant ���� . 

Ideally, for loop make-up identification, we would like to have a sharp and narrow response 

in the time domain at each discontinuity in the subscriber loop. Hence, for a single line, we 

would like to obtain a single Dirac impulse (i.e. an infinitely narrow pulse with infinite 

amplitude but finite energy), corresponding to the reflection at the line’s end. This would allow 

us to easily detect the presence and the exact location of a reflection. The line length 6 can then 

be accurately calculated through: 

� 6� ” • P–7� (III.17)�

with –7 the time delay between the injection of the signal on the line and the time of arrival of 

the reflection, and ” •P  the half propagation speed of the cable.  
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Conversely, in the frequency domain, this means that the ideal cisoid would contain a single 

periodic component, corresponding to the Dirac impulse in the time domain: 

�

’ —� ��
\€f}. � � � ˜ � BC:� � [ –7� � � BC:™� [

6
” •P

� š

“ —� ��
\€f}. � � � ˜ � :8H� � [ –7� � � :8H™� [

6
” • P

� š
� (III.18)�

It is important to realize that we have a sinusoidally varying response function in the frequency 

domain. The rate of fluctuation (what would normally be called the “frequency” for a sinusoid in 

the time domain), is now determined by the time of arrival –7, which is directly related to the 

unknown line length 
6 through (III.17). 

When comparing the ideal expression (III.18) to the expression obtained for a one-port 

scattering parameter as given by equation (III.16), we see two major differences: 

1) In order to be able to relate the actual argument E�����6  to the ideal argument 

�[
.

› œ•
� , the phase constant ����  needs to be a linear function of the frequency; 

2) The measured sinusoid should have a constant amplitude. 

We will look into these two aspect in more detail now.  

 

6.2.1 Phase constant ����  

Let us ignore the exponential term ) !*•�‹�.  of equation (III.16) for the moment being. If the 

phase constant ����  would be perfectly linear w.r.t. frequency (� � 4�  with a constant factor 

4 ; ‰ ), we would have a perfect cisoid in the frequency domain with a single periodicity. In the 

time domain, this means that we would have one Dirac impulse after a time delay –7 � 46 [ž , as 

ideally desired. This can then be exactly related to the unknown line length 6 through equation 

(III.17). 

Unfortunately, in practice ����  slightly deviates from a linear dependency of the frequency. 

As a consequence, in the frequency domain we have a cisoid with some time5 modulation. In the 

time domain, the reflection will not be a Dirac impulse, but it will have a certain finite width. 

Another way to explain this phenomenon, is to consider the propagation speed ” P��� , defined by 
                                                           

5 Similarly to a sinusoidal function in the time domain, which can have frequency modulation (FM), our 
cisoid in the frequency domain has ‘time’ modulation. 
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equation (III.19). For dispersive media, the propagation speed ” P���  is not a constant over the 

frequency [40]. As can be seen in the equation, if � Ÿ 4� , the propagation speed ” P will be 

frequency dependent. 

� ” P� � � …
� [�
� � � �

� (III.19)�

Figure III.13 shows the propagation speed as a function of frequency for different telephone 

cables. The high frequency components travel faster than the low frequency ones, and this causes 

a broadening of the signals as they travel along the line. As expected, the asymptotic value of the 

propagation speed is approximately � �  of the speed of light in vacuum [41]. 

 

Figure III.13   The frequency dependence of the propagation speed ” P� � �  for different cable types. 

 

6.2.2 Attenuation constant ����  

The damping factor ) !*•�‹�.  in equation (III.16) will lead us even further away from the 

ideal cisoid. Due to the skin effect, the attenuation constant ����  is not constant over the 

frequency (in contrast to what its name could suggest). Instead, it is strongly frequency 

dependent, and this causes supplementary dispersion in the time domain. Figure III.14 shows the 

frequency dependence of ����  for different cable types. As expected, the attenuation constant is 

lower for cables with a higher diameter. 

S 
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Figure III.14   The frequency dependence of the attenuation constant ����  for different cable types. 

 

 

 

6.2.3 Summary 

From the performed frequency domain analysis, we were able to determine that dispersion is 

caused by two distinct effects. Figure III.15 gives a graphical overview of these two factors (the 

effects are exaggerated for illustrative purposes):  

·  The phase constant ����  causes a time modulation of the cisoid; 

·  The attenuation constant ����  causes an amplitude modulation of the cisoid. 

In contrast, looking at the same data in the time domain does not allow to separate these effects. 

Only the overall effect of dispersion can be experienced. 
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Figure III.15   We are dealing with a 
These two factors cause dispersion

 

6.3 Time compression of the reflections

Now that we better understand

tools to counteract the effects of the time and amplitude modulation

1. compensating for 

2. ‘warping’ the frequency axis

Throughout this section, the effect of the processing will only be shown on the real part of 

� �� � � � , as the imaginary part has a completely similar behavior. The

signals will also be illustrated

after IFFT does no longer correspond to 

line). The goal of the processing is to generate a time domain signal which

instants corresponding to the discontinuities along the loop. Hence, the obtained signal should be 

real (; ‰). However, due to the processing, the signal obtained after IFFT is complex (

��
"�

�#���	��
 �

We are dealing with a cisoid with time modulation and amplitude modulation
factors cause dispersion of the pulses in the time domain.

the reflections 

better understand the origin of dispersion, we can propose 

the effects of the time and amplitude modulation by: 

for the frequency dependent line attenuation; 

the frequency axis to counteract the time modulation.

he effect of the processing will only be shown on the real part of 

, as the imaginary part has a completely similar behavior. The effect on the

illustrated. Note that, due to the processing, the obtained time domain signal 

correspond to a physical quantity (i.e. the impulse response

). The goal of the processing is to generate a time domain signal which

instants corresponding to the discontinuities along the loop. Hence, the obtained signal should be 

However, due to the processing, the signal obtained after IFFT is complex (

��	
���	��
 �

�

�

�

�

�

�

amplitude modulation. 
in the time domain. 

can propose signal processing 

 

the time modulation. 

he effect of the processing will only be shown on the real part of 

effect on the time domain 

Note that, due to the processing, the obtained time domain signal 

the impulse response of the 

). The goal of the processing is to generate a time domain signal which contains peaks at time 

instants corresponding to the discontinuities along the loop. Hence, the obtained signal should be 

However, due to the processing, the signal obtained after IFFT is complex (; < ). 
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Therefore, the magnitude of the obtained complex time domain signal will be plotted (see 

equation (III.12)). The magnitudes are all scaled to one to allow an easy comparison. The NER 

has been completely removed for all simulations. 

However, an important remark must be addressed first. Assume for a moment that both the 

time and the amplitude modulation of the cisoid can be perfectly removed. In that case, we 

obtain a perfect cisoid in the frequency domain (a cosine for the real part and a sine for the 

imaginary part). However, to obtain a Dirac impulse in the time domain, an integer number of 

periods must be measured. If this is not the case, leakage will occur, and the pulses will again be 

smeared out in the time domain. From equation (III.16), we know that the periodicity of the one-

port scattering parameter is directly related to the line lengths, which are unfortunately also the 

unknowns that we are trying to estimate. As such, it is impossible to choose the measurement 

bandwidth such as to cover an integer number of periods by construction. Hence, due to the 

limited measurement bandwidth, it seems as if the one-port scattering parameter has been 

multiplied in the frequency domain with a rectangular window. The leakage can be reduced by 

using a more appropriate window, as described in the following paragraph [42,43].  

 

6.3.1 Windowing 

To avoid leakage, the one-port scattering parameter is multiplied with a Hann window [42] in 

the frequency domain. As can be seen on the left hand side of Figure III.16, it tapers the 

measured signal at the extremities to avoid discontinuities at the boundaries. The right hand side 

of Figure III.16 clearly shows that the application of the Hann window significantly compresses 

the reflection(s) when compared to the rectangular window. A Hann window has been chosen 

because it is a good compromise between a narrow main lobe (i.e. a high resolution in the time 

domain) and small side lobes. However, other windows have been tested as well, and provided 

similar results. 
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Figure III.16   Effect of windowing in the frequency domain (left) and in the time domain (right). 
 
Figure III.17 shows the effect of windowing on the more complicated example of paragraph 

6.1 (recall Figure III.12). The three reflections are now clearly visible on an individual basis 

thanks to the use of the Hann window. This enhanced visibility of the reflections will help in 

identifying the correct loop topology. 

 

Figure III.17   Effect of applying a Hann window on the simulation example of Figure III.12. 
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6.3.2 Compensating for the attenuation 

As shown in equation (III.16), the amplitude of the cisoid is not constant but decays 

according to ) !*•�‹�. . This factor represents the attenuation of the cable, which increases with 

the line length and with the frequency. If the cable type and the line length have already been (at 

least coarsely) estimated in a preliminary step, then one can reduce the amplitude modulation by 

multiplying the signal with the inverse of this function. An alternative approach, which does not 

necessitate any preliminary estimations, is to calculate the envelope of the measured signal. 

Both compensation techniques also work for multisegment transmission lines, as can be seen 

from the following derivation. Recall equation (II.21) for a two-segment transmission line, 

assume that the NER has been subtracted, and ignore the multiple reflections. The equation then 

simplifies to: 

� � ��
"" � � � � D� E #$

* F) ! * , 1.1s#�* %� � E #�*
* � #" ) ! * , ¤.¤t � (III.20)�

As such, multiplying with a factor ) ¥*A 1.1  counteracts the damping of � ��
"" � � �  caused by the first 

line segment. Both techniques are illustrated on a simulated loop make-up in Figure III.18. As 

this is a simulation, the NER could be completely removed, and a Hann window was used to 

reduce the leakage. Thanks to the attenuation compensation, the two reflections are now 

individually visible in the time domain. This enhanced spatial resolution significantly facilitates 

the identification process. 

 

Remark 1: Since the NER cannot be completely eliminated in practice, the residual NER will 

also be amplified by the attenuation compensation. As a consequence, the NER will 

become larger. 

Remark 2: If the line length 6�  is not estimated with high accuracy, then the compensation will 

be either too low (undercompensation) or too high (overcompensation). The same 

happens when using a fit of the envelope, which obviously will not be perfect either. 

Nevertheless, the compensation will still have a positive influence on the 

identification.  
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� �

� �
Figure III.18   Effect of attenuation compensation in the frequency domain (top): the signal now has 

approximately the same amplitude over the whole frequency band; and in the time domain (bottom): the 
two reflections are now more clearly separated.  
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6.3.3 Warping of the frequency axis 

As described in paragraph 6.2.1, the propagation speed of a telephone line is not constant as a 

function of the frequency, and by consequence the high frequencies arrive at the measurement 

device faster than the low ones. In [44], Dodds et al. propose to ‘warp’ the frequency axis, to 

compensate for this effect. They multiply the measured frequency axis �  s� :t
 with the inverse 

of the frequency dependent propagation speed ” P���  s4 :t . The measured signal will thus be 

expressed as a function of the inverse wavelength ¦ !�  s� 4t  instead of the frequency, as given 

by equation (III.21). Subsequently, the abcissa is resampled by linear interpolation to obtain 

again an equidistant grid. 

� ¦ ! � � �
�

” P� � �
� (III.21)�

We implemented this warping with a slight modification: we insert an additional 

multiplication with a fixed speed ” P
§, to remain in the frequency domain [� : ]. This way, the 

one-port scattering parameter is still expressed as a function of frequency, but now a warped 

frequency � •}ŠPf€ , which has been compensated for the dispersion.  

� � •}ŠPf€ …�
” P

§

” P� � �
� (III.22)�

The fixed propagation speed ” P
§ can for example be chosen as the value of the highest frequency 

component ” P
§ � ” P�� |}g � . This way, the end point of � �� � � �  remains the same, and the time 

modulation at lower frequencies is reduced. 

For complicated loop make-ups, warping can help to emphasize the individual reflections, as 

illustrated in Figure III.19. As this is a simulation, the NER could be completely removed, and a 

Hann window was applied. However, the author feels that the contribution of warping is rather 

limited: 

·  The reflection of the second line segment becomes visible only barely. 

·  The warping introduces additional artificial reflections, which is clearly undesired 

for loop identification. 

·  The propagation speed ” P���  must be known. 

 



Chapter III 

118 
 

�

� �
Figure III.19   Time domain signal for a simulated three-segment loop without warping (left) and with 
warping (right). Thanks to the warping, the second line segment becomes visible, as indicated by the 

arrow. 
 

6.3.4 Conclusion 

Both the real and the imaginary part of the one-port scattering parameter of a subscriber loop 

resemble a sinusoidal function, apart from the fact that some time and amplitude modulation are 

present, and that the measured signal generally does not include an integer number of periods. As 

a consequence, the time domain response will not be a Dirac impulse, as we would desire, but it 

is a pulse with a large width instead. Three different processing steps have been proposed in the 

frequency domain to tackle each of these issues: 

1. windowing the one-port scattering parameter (to alleviate discontinuities at the signal 

boundaries); 

2. compensating for the frequency dependent attenuation ����  (amplitude modulation); 

3. warping the frequency axis to counteract the frequency dependent propagation speed 

(time modulation). 

Each of these processing steps brings the one-port scattering parameter closer to the ideal 

sinusoidal function. Hence, in the time domain the reflections are compressed and their 

amplitude is enhanced. 
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6.4 Time alias 

As mentioned in the introductory paragraph 6.1, time alias can occur if the duration of the 

reflection(s) is too long to fit in the time window of acquisition. In our FDR approach, the length 

ˆ  of the obtained time signal window is inversely proportional to the frequency spacing –�  of 

the measurement [43], as given by equation (III.23).  

� ˆ �
�

–�
� (III.23)�

Most current DSL technologies use discrete multi tone (DMT) modulation, with a tone spacing 

of –� � ������
�� . This corresponds with a time window of ���
b: . 

Recall the example of Figure III.16, where the reflectogram is shown in black on the right 

figure. For this FT4 line of 1500 m, the time window of acquisition is long enough to avoid time 

alias. In order to assess when time alias occurs, let us define the length of a pulse shaped signal 

as the necessary time for the signal to decrease below ��¨  of its maximal value. In the example 

of Figure III.16, this would yield ���
b: . If we calculate this for different line lengths and cable 

types, one obtains Figure III.20 (left). Hence, with the length of the reflectogram as defined 

above, one sees that time alias will occur for FT4 single lines as soon as they exceed ��r
�4 . 

Cables with a larger diameter suffer less from dispersion, but the duration of their reflectogram 

might still exceed ���
b:  for realistic line lengths in xDSL applications.  

However, if one uses the signal processing techniques described in paragraph 6.3, the width 

of the reflections will decrease. Hence, time aliasing will not occur as rapidly, as shown on the 

right hand side of Figure III.20. With the length of the periodogram as defined above, time alias 

will only occur if the lines exceed ��
�4 . This is more than sufficient, as xDSL services are 

rarely offered over lines longer than �
�4 . 
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�

Figure III.20   Length of the reflectogram (left) and the periodogram (right) for single lines of different 
types and different line lengths. If the length of the signal exceeds ���
b: , time alias will occur. 

 

 

6.5 Conclusion 

In this section, we have discussed a second challenge that one encounters when attempting to 

identify the loop make-up of a subscriber loop with SELT: the dispersion of the reflections. We 

have first investigated the origin of dispersion, from the mathematical formulations in the 

frequency domain. This allowed discovering two distinct causes, in contrast to the time domain 

where they are inseparable. For each of them, a processing technique has been proposed to 

counteract the widening of the reflections. The gain of using a window was also clearly 

indicated. However, due to the processing, the time domain waveform obtained through IFFT 

does no longer correspond to the impulse response of the loop. The processing emphasizes the 

reflections to facilitate the loop identification, but we lose the physical equivalence at this point. 

It was also shown that, when compressing the reflections with the proposed processing, time 

aliasing issues are automatically tackled as well. 

  

S S 
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7. CHALLENGE 3: LIMITED SPATIAL RESOLUTION 

7.1 Introduction 

In our FDR setting, we measure the one-port scattering parameter � �� � � �  in the frequency 

domain with a VNA, and after processing, we perform an IFFT to extract its periodicity. The 

measurement setup that is used in this chapter was described in paragraph 2.2, and provides a 

measured bandwidth of ���
��� . Variations on this setup are of course possible, and in general 

VNAs are able to measure up to quite high frequencies (e.g. ���
��� ). However, in the 

preferred implementation where the xDSL modems would perform the SELT measurements, the 

measurement bandwidth might be more restricted due to the specifications of the modem. 

Moreover, the transmission line will also consign a bound on the highest practically usable 

frequency. As will be discussed in the following paragraph, this finite bandwidth will limit the 

spatial resolution and might pose a problem of resolvability. 

 

7.2 Spatial resolution 

A general property of the time domain waveform obtained by an IFFT of the measured 

� �� � � �  is that the time resolution (i.e. granularity) is inversely proportional to the used frequency 

span. By consequence, the spatial resolution is given by: 

� –6� k
�

� |}g E � |\Œ
l ” •P � (III.24)�

If there are discontinuities close to each other, their reflections will overlap (see the discussion 

about dispersion in Section 6). Clearly, a high time resolution is thus desired to be able to resolve 

close discontinuities. It is therefore recommended to use the largest possible bandwidth for the 

measurements in the frequency domain, in order to obtain a dense time grid. Recall from 

paragraph 2.2 of Chapter II that the reflectogram obtained with a TDR measurement corresponds 

to the impulse response of the loop only if the excitation pulse is narrow enough compared to the 

time constant of the line. When translated in frequency domain terms, this means that the 

excitation bandwidth has to be sufficiently large to cover the bandwidth of the measured line. 

On the other hand, not all measured frequencies will be reliable and hence usable, as 

explained hereafter. One should only take the reliable frequency band into account to avoid the 

inclusion of distorted contributions. The different causes of unreliable measurement frequencies 
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will now be discussed. Next, zero padding will be introduced as a way to enhance the spatial 

resolution. 

 

7.2.1 Unreliability of the low frequencies 

The ADSL power spectrum is sketched in Figure III.21. The Plain Old Telephony Service 

(POTS) carrying the voice communication is situated below �
��� . The first ADSL tone is 

located at approximately ��
���  [45]. The frequencies in between are not used but serve as a 

guard band. Other xDSL technologies have similar power spectra. 

 
Figure III.21   Typical ADSL power spectrum. 

 
Figure III.22 shows a typical implementation in the central office. The voice signals of the 

POTS are separated from the xDSL data by a splitter. If the measurement device for loop 

identification can be placed in between the splitter and the Main Distribution Frame (MDF), then 

the response of the line can be used over the complete measured frequency band. However, this 

is often not possible (e.g. when competitive local exchange carriers use the network), and the 

measurement device will more probably be placed in the Digital Subscriber Line Access 

Multiplexer (DSLAM). This is also in line with the preferred implementation, where the SELT 

measurements would be performed by the xDSL modems themselves (situated in the DSLAM). 

As a consequence, the low frequency information (© ����� ) will be missing, or at the very 

least, it will be highly distorted [46,47]. The absence of low frequent information content will 

introduce ringing in the reflectogram.  

 
Figure III.22   Splitting of voice and data at the central office. 
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The effect of the splitter on a simulated single FT4 line of ����
4  is shown in Figure III.23. 

Without splitter, a reflection can be observed starting around 7 � ��
 � :  (left figure – black 

curve); when a splitter is present, the reflection is completely concealed by the strong ringing 

(left figure – grey curve). Even when the NER is largely removed (right figure), the reflectogram 

remains strongly distorted by the splitter. Hence, without any prior treatment of the reflectogram, 

it is very difficult to localize or even detect the existence of the reflection(s) in the presence of 

the splitter. 

�

� �

Figure III.23   Influence of the splitter on the reflectogram with NER (left) and without NER (right). 
The start of the reflection is indicated by the dashed line. 

 

In contrast, in the FDR approach, we measure on the ADSL frequency grid (recall equation 

(III.1)). Hence, the splitter will only affect the first five data points. A strength of the FDR 

approach is that applying a window and an IFFT to any part of � �� � � � , will bring out any 

periodicity that is present in the data. Only the phase of the obtained time signal is altered by the 

choice of the first considered frequency component, but the magnitude is unchanged [43]. Since 

only the latter appears in the definition of the periodogram (recall equation (III.12)), the obtained 

periodogram will be unaffected by the selection of the used frequency band.  
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� �

�

�

Figure III.24   The presence of a splitter does almost not affect the shape of the periodogram, even when 
the first five data point of � �� ���  are set to zero. 

 

In the example of Figure III.23, the first five data points of � �� � � �  were set to zero, and a Hann 

window was applied on � �� � � �  in the interval s� � � � E � � ��� � t � s�� E ����t
��� , as shown 

on the left hand side of Figure III.24. The time domain signal obtained through the IFFT of 

� �� � � �  (right hand side of Figure III.24) is nearly unaffected by the absence of the first five data 

points. A narrow peak is still obtained at time instant 7 � ��
 � : , i.e. corresponding to the 

reflection at the end of the line. 
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7.2.2 Unreliability of the high frequencies 

The maximal frequency � |}g  is also bounded by some practical implementation issues that 

have to be considered: 

1. Measurement setup: The maximal measurable frequency will be limited by the 

measurement device, e.g. the xDSL modem. 

2. Standards: The excitation signal must obey the PSD constraints described in the 

standards, i.e. each xDSL technology is allowed to operate in a certain frequency 

band solely [48,49]. 

3. Noise: The high frequencies are more attenuated by the line than the low frequencies 

(see Figure III.14). By consequence, the signal-to-noise ratio (SNR) decreases with 

increasing frequency. This issue can partly be addressed by averaging multiple 

measurements. 

4. Near-end reflection: As discussed in paragraph 5.2, the NER cannot be entirely 

removed. At high frequencies, due to the strong line attenuation, the residuals of the 

NER might become larger than the useful signal. In the example of Figure III.11, 

above �
���  the remaining NER becomes larger than the standing waves (containing 

the information). Hence, it is not recommended to use these high frequencies. 

 

7.2.3 Improving the spatial resolution 

Due to the reasons described above, the lowest as well as the highest frequency will be 

bounded. This means that in practical situations the usable frequency band might be quite small, 

especially for long lines and multisegment loops. If, for example, the voice band signals are 

suppressed by the splitter (� |\Œ � ��
��� ) and the maximal frequency is limited to � |}g �

���
��� , according to equation (III.24) this would only allow for a granularity of ���
4 , which 

is quite poor.  

Figure III.25 shows a simulation example for a ����
4  FT4 line cascaded with a ���
4  

BT5 line, with removed NER and the application of a Hann window. If a high bandwidth is 

available and reliable, e.g. � |}g � ����
��� , the two reflections are visible in the time response 

(dotted line). If � |}g  drops to ���
���  (e.g. due to SNR considerations), the two reflections 

cannot be resolved anymore (dashed line). In that case, zero padding, i.e. the artificial extension 
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of the data sequence with zeros, can help (full line). However, two remarks must be made about 

zero padding: 

a. zero padding does not introduce any new information; it only improves the visibility of 

the reflections; 

b. zero padding can also introduce small side lobes; one must take care that these are not 

misinterpreted as genuine reflections. 

  
Figure III.25   The spatial resolution can be improved by increasing the used bandwidth (often not 

possible in practice) or by zero padding. 
 

Another way to enhance the spatial resolution is by assuming that the data follows a certain 

parametric model. This approach is referred to as the “high-resolution” or the “super-resolution” 

technique in literature. According to paragraph 2.3, the one-port scattering parameter of a 

multisegment transmission line can be modeled as a sum of damped cisoids. In [50], Van 

Hamme describes a problem similar to ours: identifying discontinuities on a coax cable. Herein, 

the following assumptions are made: 

1. The line end offers a good match, such that only a small reflection occurs; 

2. All lines have the same propagation constant 
 , with no attenuation (� � � ) and a 

linear phase (� ª � ); 

3. All reflection factors are assumed to be real (; ‰) by imposing real characteristic 

impedances; 
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4. The reflection factors are frequency independent. 

As a consequence, the reflection coefficients #\  only appear in the amplitude of the cisoids, while 

the unknown line lengths 6\  are solely present in the complex exponentials (see equation (III.2)). 

The last three assumptions were loosened in [51]. Still, 

·  only discontinuities are considered which lead to an amplitude that is linear in the 

parameters; 

·  all lines are assumed to have the same propagation constant 
 , with a low total loss 

and a nearly linear phase. 

Clearly, these assumptions do not apply to telephone subscriber loops, which have frequency 

dependent and complex valued characteristic impedances (and thus frequency dependent and 

complex valued reflection coefficients). Moreover, different cable types have different 

propagation constants, and all of them have a high attenuation. The main consequence is that the 

amplitude dependence will not be linear in the parameters, and that the unknown lengths 6\  and 

the reflection coefficients #\  are now interlaced: both have a contribution to the amplitude as 

well as to the complex exponential. Hence, this super-resolution technique cannot directly be 

applied to our problem. Note however that a parametric model is used to optimize the final 

estimates of the line lengths (see Section 4), but they are not used in the processing block of 

Figure III.7, which is completely non-parametric. 

 

7.3 Conclusion 

When measuring the one-port scattering parameter in the frequency domain, the bandwidth 

containing useful and reliable information will always be finite. By consequence, the spatial 

resolution will be limited. The spatial resolution can be enhanced by artificially extending the 

measured data record with zeros (zero padding).  

We also discussed the possible presence of a splitter in the CO. With TDR the complete 

shape of the reflectogram is distorted, whereas only a few data points will be missing in the FDR 

measurements. Regardless of which frequency interval we choose to use, the periodicity of 

� �� ���  will be extracted by the application of a window and the IFFT. This is another key reason 

to choose for FDR, besides all the interesting processing techniques that were proposed in 

paragraph 6.3.  
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8. EVALUATION OF THE RESULTS 

8.1 Summary of the applied processing steps 

In the three previous sections, individual processing techniques have been presented to tackle 

the most important challenges of loop identification. They are now summarized, and the 

preferred order of implementation is outlined. 

1. The used frequency band is chosen considering that: 

a. the information in the POTS frequency band (� © ��
��� ) might be missing or 

distorted due to the presence of a splitter; 

b. the highest usable frequency of the spectrum will be limited, e.g. due to SNR 

considerations. 

2. The NER is reduced by one of the three following approaches: 

a. use of an impedance matching network (hardware approach); 

b. change of the reference base in which � �� ���  is expressed (software approach 1); 

c. fit and subtraction of the NER from � �� ���  (software approach 2). 

3. The loop attenuation (amplitude modulation) is counteracted by estimating: 

a. the attenuation of the first line segment () !*A 1.1); 

b. or the envelope of � �� ��� , 

and multiplying with its inverse. 

4. The influence of the frequency dependent propagation speed ” P���  (time modulation) is 

reduced by warping the frequency axis. 

5. A Hann window is applied to reduce the leakage. 

6. Zero padding is used to bring out the reflections more clearly through interpolation. This 

is especially interesting when the used frequency band is small. 

All these processing steps are represented by the operator „  that was introduced in equation 

(III.12). Only after performing all these processing steps, an IFFT is applied. The processing 

block of Figure III.7 can now be completed. The obtained time signal does no longer correspond 

to the impulse response of the loop. Instead it is called the periodogram 9�7�  because it was 

designed to bring out the periodicity of � �� ���  as distinctly as possible. 
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Figure III.26   Proposed algorithm of Figure III.7 with the content of the frequency domain processing 

block now shown. 
 

8.2 Evaluation of the processing gain 

The extensive processing block helps to better visualize the individual reflections in the time 

domain response: their overlap is reduced, their sharpness is enhanced, and their amplitude is 

boosted. Recall from Section 4 that the next step is then to estimate the loop topology and to 

obtain good initial values for the lengths of the different line segments (step 3.2). Different 

implementations are possible to decide whether a reflection is genuine (i.e. pertaining to a line 

segment) or not, and hence to estimate the most probable topology, e.g. with a Bayesian network 

[20]. In a last step (3.3), the line lengths are further fine-tuned by means of a parametric 

optimization. The final result depends on the chosen estimator and the implementation of an 

iterative solver. One could use for example the maximum likelihood estimator described in 

equation (III.11), and minimize it with a Levenberg-Marquardt algorithm to obtain a good and 

robust convergence [52]. 
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In summary, the actual performance improvement of the overall loop identification thanks to 

the processing step 3.1 depends on the exact implementation of steps 3.2 and 3.3. For example, 

the incorporated level of intelligence (e.g. possibility to recover from erroneous results in a 

previous step, complexity of the system (brute force or stop once a local minimum is found), 

possibility to detect overlapping reflections,...) will strongly influence the accuracy of the 

estimated loop make-up. Obviously, any a prior knowledge will also increase the chances of 

finding the correct make-up. Note that the evaluation of the results is also strongly related to the 

application. For example, if the loop identification is not a goal on its own, but is only necessary 

to evaluate whether a subscriber loop qualifies for a certain xDSL service, then the accuracy of 

the estimated capacity might be a more suited evaluation criterion than the accuracy of the line 

lengths. Or, if a certain portion of the loop is of particular interest, a varying weighting factor 

might be imposed on the estimated line lengths. 

As the implementation of steps 3.2 and 3.3 is not targeted in this PhD, it is difficult to 

evaluate the gain of the presented signal processing quantitatively. In Sections 5 to 7, the gain of 

each individual processing step has already been shown by means of examples. Three more 

challenging loops (a simulation and two measurements) will be shown here, to convince the 

reader of the improved resolvability. 

 

Figure III.27 shows simulation results for a cascade of a ����
4  FT4 line, a ����
4  BT5 

line and a ����
4  FT6 line. This is the same simulation example as in Figure III.12, which 

served to show the danger of dispersion. The reflectogram : �� � 7�  and the periodogram 9� 7�  are 

compared in the absence of the NER. As one can readily see, the reflection overlap is strongly 

reduced thanks to the frequency domain processing. The three reflections (indicated by the 

arrows) are now clearly separated, in contrast to the reflectogram, where the start of the second 

reflection is masked and very difficult to detect, despite the fact that the NER has been perfectly 

removed. We also note that the time alias is no longer an issue thanks to the compression of the 

reflections. 
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Figure III.27   Comparison between the reflectogram : �� � 7�  and the periodogram 9� 7�  for a simulated 
three-segment loop. 

 

A two-segment loop was constructed in a laboratory environment. It consists of a ���
4  FT4 

line followed by a ����
4  FT6 line. As can be seen in Figure III.28, the processing allows to 

determine the presence of the two reflections fairly easily, while it is less evident to do so from 

the unprocessed reflectogram (see the arrows which indicate the true start of the reflection). 

Although the reference impedance in which � �� � � �  is expressed has been changed to match the 

first line segment as closely as possible, a residual NER remains present.  

 

A three-segment loop was also constructed in laboratory environment: a ����
4  FT4 line, a 

���
4  BT5 line and a ����
4  FT6 line in cascade. This is a challenging case, as the short 

second line segment causes the middle reflection to be sandwiched between two strong 

reflections. As can be seen in Figure III.29, the processing allows to easily determine the 

presence of the three reflections, and to make a fair estimate of the initial line lengths. Again, the 

time alias is removed, but a residual NER remains visible. 
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Figure III.28   Comparison between the reflectogram : �� � 7�  and the periodogram 9� 7�  for a measured 
two-segment loop. 

 

 

Figure III.29   Comparison between the reflectogram : �� � 7�  and the periodogram 9� 7�  for a measured 
three-segment loop. 
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8.3 Conclusions 

The content of the processing block of Figure III.7 has been filled in, by summarizing all 

processing steps described in the previous sections. Although no quantitative comparison was 

made with the methods proposed in literature, the simulations and the measurements on 

complicated loops confirm that the proposed processing emphasizes the individual reflections. 

This will strongly facilitate the subsequent steps of subscriber loop identification. 
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9. CONCLUSIONS 

In this chapter, we have discussed the practical issues that one encounters when attempting to 

identify the make-up of a subscriber loop using SELT. Although good parametric models are 

available for telephone lines, the main difficulty lies in determining the correct topology and 

obtaining a good initial guess of the different line lengths. This is necessary to assure converge 

of subsequent estimations towards the desired minimum. The main contribution of this work lies 

in the insertion of a processing block, to bring out the reflections as clearly as possible. This 

processing completely operates in the frequency domain, and it compresses and amplifies the 

reflections. Due to the processing, the equivalence with the impulse response, as measured with 

TDR, is lost. It is given up on purpose, as it is a reasonable price to pay for an enhanced 

subscriber loop identification. Moreover, it was shown that FDR has several advantages over 

TDR, e.g. it does almost not suffer from the presence of a POTS filter at the central office. 

Three main challenges were discussed: a near-end reflection occurs due to the mismatch at 

the generator-line interface, the dispersive nature of the telephone loops causes overlap of the 

reflections, and the spatial resolution is limited. For each of them, we started by assessing the 

difficulties from a mathematical point of view, to have a good understanding of the origin of the 

challenges. Attention was given to the physical interpretation, and to the equivalence between 

the time domain and the frequency domain. Possible solutions have been outlined for each of the 

challenges, and these were implemented in a complete algorithm described in Section 8. The 

obtained gain was evaluated on simulations as well as on laboratory measurements. 
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APPENDIX A:  

CALCULATION OF THE CHARACTERISTIC IMPEDANCE ZC FROM AN OPEN AND A SHORT 

MEASUREMENT 

 

The characteristic impedance � 	  of a transmission line can be calculated from: 

·  the one-port scattering parameter of this line, terminated with an open: � ��
« ��� , 

·  and the one-port scattering parameter of this line, terminated with a short: � ��
‚ ��� , 

as follows [53]: 

� � 	 � Q� \Œ
« � � \Œ

‚ � (III.A.1)

Herein, 

� � \Œ
« � � Šf‹

� %� ��
«

� E � ��
« � (III.A.2)

� � \Œ
‚ � � Šf‹

� %� ��
‚

� E � ��
‚ � (III.A.3)

The one-port scattering parameters � ��
«  and � ��

‚  can be calculated from equation (II.8), knowing 

that for an open line end #" � � , and for a shorted line end #" � E� . Hence, 

� � ��
« � � � �

#$ � � � %) ! * , � ‹ � .

� %#$ � � � ) ! * , � ‹ � . � (III.A.4) �

�
� ��

‚ � � � �
#$ � � � E ) ! * , � ‹ � .

� E #$ � � � ) ! * , � ‹ � . �
(III.A.5) �

By substituting this in equations (III.A.2) and (III.A.3), and filling in the definition of #$  (see 

equation (II.9)), equation (III.A.1) can be proven. 

Note that the network is considered as a two-port here, as we assume that we have access to the 

line end at both sides. 

  



Chapter III 

136 
 

APPENDIX B:  

CHANGING THE REFERENCE IMPEDANCE ZREF IN WHICH S11 IS EXPRESSED 

 

In general, a one-port scattering parameter � ��  is expressed w.r.t. a reference impedance � Šf‹ : 

� � �� �
� \ŒE � Šf‹

� \Œ%� Šf‹

�� (III.B.1)�

This reference impedance is often chosen to be frequency independent, e.g. ��
� . 

Assume the measured one-port scattering parameter � ���|f}N  is originally expressed in a 

reference impedance � Šf‹�•Š\$ : 

� � ���|f}N �
� \ŒE � Šf‹ �•Š\$

� \Œ%� Šf‹ �•Š\$
� (III.B.2)�

One can then extract the input impedance � \Œ, and express it as a function of the measured one-

port scattering parameter � ���|f}N  and the reference impedance � Šf‹�•Š\$ : 

� � \Œ � � Šf‹�•Š\$ ™
� %� �� �|f}N

� E � �� �|f}N
š� (III.B.3)�

The measured one-port scattering parameter can now be expressed in another reference � Šf‹�Œf•  

by applying (III.B.1) again and substituting � \Œ from (III.B.3). 

� � ���Œf• �
� Šf‹ �•Š\$ k

� %� �� �|f}N
� E � ���|f}N

l E � Šf‹ �Œf•

� Šf‹ �•Š\$ k
� % � ���|f}N
� E � �� �|f}N

l %� Šf‹ �Œf•

� (III.B.4)�
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APPENDIX C:  

COMPLEX VS. POLAR NOTATION OF S11 

 

As � �� � � � ; < , it can be described either in its complex or in its polar notation. In this chapter, 

� �� � � �  was always described by its complex representation. This was a deliberate choice, as 

working with the polar notation is less suited for loop identification, as is explained below. 

For a single line, � ��
" � � �  is given by equation (II.20). Assume that: 

·  the line end is open (#" � �� , 

·  #$
*  is negligible compared to � , 

·  the multiple reflections can be ignored, 

then � ��
" � � �  is given by: 

� � ��
" � � � � #$ %) ! * ,. � (III.C.1)�

Herein, #$  is the near-end reflection. Remember from Section 5 that the NER can be reduced, 

but can never be completely removed. In case the NER has been reduced, #$  in (III.C.1) 

represents the residual NER rather than the full reflection. 

One can write the real and imaginary part of � ��
" � � �  as: 

�
’ L� ��

" � � � M� ’ —#$ ˜ %) ! * A.BC:
� E� �6 � �

“ L� ��
" � � � M� “ —#$ ˜ %) !*A. :8H
� E� �6 � �

(III.C.2)�

The magnitude and the phase of � ��
" � � �  is calculated from its real and imaginary part as follows: 

�

†� ��
" � � � †� 
Q’ L� ��

" � � � M* %“ L� ��
" � � � M* �

� Q{#$ {
*

%) !T•. %� ) !*•. u’ —#$ ˜BC:
� E� �6 � %“ —#$ ˜:8H� E� �6 � v�

(III.C.3)�

� ¬� ��
" � � � � _•B7_H�

“ —#$ ˜ %) ! * • . :8H� E� �6 �

’ —#$ ˜ %) ! * • . BC:� E� �6 �
� � (III.C.4)�
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Figure III.C.1 shows � ��
" � � �  in polar and complex notation for a simulated FT4 line of ���
4 . 

While the real and the imaginary parts are damped sinusoidal functions (added with a 

monotonically decaying trend due to the NER), the magnitude of � ��
" � � �  is a rectified sine, and 

by consequence shows steep dips and smooth tops. This can be seen mathematically as follows. 

Equation (III.C.3) is of the form d ­ % ®BC:�E��6� % ^:8H�E��6� . Using the series expansion 

� U� %� � � %
�

*
� E

�

¯
� * %

�

�°
� X %± �����������������������������������������†� †© � � (III.C.5)

yields 

�

d ­ %®BC:� E� �6 � %^:8H� E� �6 � �

� U­ %
�

� U­
�®BC:� E��6 � % ^:8H�E��6�� �

E
�

r­ U­
�®BC:� E��6 � % ^:8H� E��6 � � *

%
�

�� ­ * U­
� ®BC:� E� �6 � %^:8H� E� �6 � � X %± �

(III.C.6)�

The first term is a component at 7 � �
b:  due the near-end reflection arising at the measurement 

device (see paragraph 5.1). The second term is the desired term (time component at E��6 ) due to 

the end of the line. All following terms represent spurious reflections at multiples of this delay 

(e.g. :8H* � ² �  and BC:* � ² �  can be rewritten as BC:� �² � , and :8H� �² � BC:� ² �  can be rewritten as 

:8H� �² � ). These components can be considered as ‘time domain harmonics’, in analogy to 

harmonics which are generally defined as components at multiples of the genuine frequency in 

the frequency domain. These time harmonics are highly undesirable, as they introduce 

supplementary peaks in the time domain response, as can be seen in Figure III.C.2. Therefore, 

the complex notation (real and imaginary part) of � �� � � �  is preferred over the polar 

representation (magnitude and phase). 
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Figure III.C.1   The real and imaginary part of � ��  are damped sinusoidal functions (right), 
while the magnitude of � ��  shows steep dips which lead to harmonics when performing an IFFT (shown 

in Figure III.C.2). 
 

� �
Figure III.C.2   Using the magnitude of � ��  leads to harmonics in the time domain response (left), 
while � ��  in complex notation (real part, imaginary part or both) does not introduce harmonics. 
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1. INTRODUCTION 

1.1 Goal 

The twisted pairs (TPs) of a telephone network are grouped into cables that are called 

‘binders’. For example, 20 pairs or more can be grouped in one binder [1], as shown in Figure 

IV.1. When several digital subscriber line (DSL) services with overlapping frequency bands 

operate on TPs in the same binder, the presence of crosstalk will limit the total performance. This 

is especially an issue for the latest xDSL technologies (e.g. VDSL2) as they use wide spectral 

bands [2]. For this reason, Dynamic Spectrum Management (DSM) proposes to coordinate the 

spectral content of the signals travelling on the different lines in an intelligent way [3-5]. One of 

the current practical limitations of DSM is that it requires knowledge about which TPs are 

situated in the same binder. 

Knowledge about the structure of the binder network and the distribution of the pairs over the 

binders can also be useful for other purposes, e.g. diagnosis. For example, if a fault is detected on 

one TP, it might be worth testing whether the other TPs in the same binder experience similar 

problems.  

 

Figure IV.1   Photograph of a Belgacom binder containing 100 twisted pairs. 
 

In this chapter, we present a technique to identify whether two TPs are located in the same 

binder or not. As the TPs may share the same binder for a certain distance only, the method is 

also designed to find the distance over which the two TPs coexist in one binder. The 

implementation of an automated algorithm is left for future work; instead, the emphasis is put on 

the measurement setup and on the proof of concept, as such opening the way to many new and 

promising applications based on the use of binder related information. This work was performed 

in the framework of the IWT project “Innovation on Stability, Spectral and Energy Efficiency in 

DSL” (iSEED) in cooperation with Alcatel-Lucent Bell. The presented technique has been filed 

for a patent [6] and the obtained results have been published in [7]. 
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1.2 Approach 

In order to find out if and how cables can be identified to be physically in the same binder 

(denoted as “binder identification” in the remainder of this chapter), different measurement 

campaigns have been performed in the cable farm of Alcatel-Lucent Bell (Antwerp, Belgium). 

Similar to the subscriber loop identification of Chapters II and III, we wish to gain information 

about the cable network, but this time not on one particular TP, but rather on the coexistence of 

different TPs. 

Based on the SELT philosophy, which is the key thread in this PhD, we will again measure 

the one-port scattering parameter in the frequency domain. It can then be converted to the time 

domain, with or without additional preprocessing, as described in Chapter III. Only the Hann 

window of paragraph 6.3.1 will be applied in this chapter, because it allows keeping the 

reflections narrow without requiring too much processing. Zero padding is used to obtain a 

sufficient resolution in the time domain. The time domain responses will be shown on a 

logarithmic scale in this chapter (in contrast to the linear scale of Chapter III) to emphasize the 

presence and location of small intermediate reflections. This is important as the latter will play a 

central role in the method that is described in Section 2. 

Two approaches have been tested to identify whether TPs are located in the same binder or 

not. The underlying idea of the first approach is that TPs in the same binder will contain similar 

features in their reflective time domain response, as they experience the same � or a very 

similar�  influence of the environment along the line. The correlation of the time responses of 

these TPs (or any other measure of similarity) is then an indicator for the coexistence of the TPs 

within one binder [2]. This approach, although promising at first sight, is very sensitive to small 

non-idealities present in the single ended line measurements. This approach is elaborated on in 

Section 2. An alternative approach is proposed in Section 3. This latter is no longer based on the 

“normal” differential operation mode of one TP (measuring the differential signal between the 

two wires of one TP), as described up till now in this PhD. Instead, we consider two TPs which 

each have both of their wires at the same voltage, and we measure differentially over these two 

TPs. To make a clear distinction, we will call the latter “interpair” differential measurements, 

whereas the classical operation mode of one TP will now receive the expanded terminology of 

“intrapair” differential measurements. As will be shown, the interpair differential measurements 

hold great potential for binder identification.  
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2. INTRAPAIR DIFFERENTIAL MEASUREMENTS 

2.1 Introduction 

A straightforward approach to binder identification measures the time domain response of 

individual TPs in their normal differential operation mode, and analyzes the obtained responses 

to detect similarities. The underlying assumption is that TPs in the same binder will contain 

similar features at similar positions in their time domain response, because they experience the 

same (or a very similar) effect of the environment. In analogy to the approach of Chapter III, the 

one-port scattering parameter of both TPs is measured and converted to the time domain using 

the IFFT. Correlating both time domain responses should then give an indication of the 

coexistence of the TPs within one binder [2]. 

 

2.2 Measurement setup 

The measurement setup is completely similar to the one described in paragraph 2.2 of 

Chapter III. The measurements are performed with a Vector Network Analyzer (VNA) of type 

HP 4195A, which is connected to the line through: 

1) the Transmission/Reflection Test Set HP 41952A (��������� �����	�� ), 

2) a North Hills balun 0301BA converting the ���
  unbalanced excitation signal of 

the VNA to a ����
  balanced differential signal that is fed to the TP line 

(�������� ����	�� ), 

3) a cable with a Krone connector at the end to allow an easy connection to the cable 

rack. 

The setup is sketched in Figure IV.2. With this setup, the one-port scattering parameter of each 

TP is measured under the normal line operation, i.e. a pairwise intrapair differential mode of 

operation. The far end of the line is left open. 

 
Figure IV.2   Sketch of the measurement setup in intrapair differential operation. 
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2.3 Measurement results 

2.3.1 Non-idealities of a TP 

For an ideal single TP, we expect to receive a single reflection in the time domain response, 

originating from the mismatch at the line end. However, in practice several reflections can be 

seen earlier along the line, as is shown in the experimental result of Figure IV.3 (only consider 

the thin full line for the moment). The line under test was a France Telecom line of ������  with 

a conductor diameter of 0.4 mm (FT4). The following number in the label indicates which binder 

was connected (binder 1 in this case), and is followed by the used pair number (p3). The first 

additional reflection (starting at 
 � ���� ) is the near-end reflection (NER), which originates 

from the mismatch between the impedance of the measurement device and the characteristic 

impedance � �  of the TP under test (see Section 5 of Chapter III). On top of this expected 

reflection, several subsequent reflections (located at 
 � ������ , 
 � ������ , 
 � ����  and 


 � ������ ) are also visible, although they are not predicted by the idealized transmission line 

theory. 

 

  

Figure IV.3   When � ��  is not exactly expressed in the characteristic impedance of the line under test, 
several reflections are visible in the measured time domain response before the reflection generated by the 

end of the line (at 
 � ����� ). 
 

 

 

FT4 

1000 m 

M 



Binder Identification 

151 
 

The basic assumptions of this theory are that:  

·  a TP is uniform over the whole cable length; 

·  a TP is a symmetrical two-port; 

·  the characteristic impedance � �  of a TP is monotonically decaying with frequency; 

·  the characteristic impedance � �  is uniquely defined by the cable type and is therefore 

equal for all TPs of the same type. 

In practice these assumptions are not truly valid. As can be seen in Figure IV.4, a TP line is 

not a symmetrical two-port, as measuring the one-port scattering parameter from the left or the 

right port of the TP yields different results. Measurements of the characteristic impedance 

(shown in Figure IV.5) indicate that � �  is not monotonically decaying with frequency and that 

different pairs (even when they are located in the same binder) have different characteristic 

impedances. This strong variation between pairs was already noticed in earlier papers, e.g. in [8] 

and [9]. 

 

 

Figure IV.4   A TP is asymmetrical: measuring � �� ���  from the left or the right port yields different 
results. 

 

The non-uniformity of the TP was not tested, but it is known to exist [10-13]. It can be 

attributed to imperfections in the manufacturing, the dense packing of TPs inside binders, twist 

rate variations over the cable length, and position errors of TPs within a binder. 

BT5 

1000 m 

M 



Chapter IV 

152 
 

 

Figure IV.5   The measured characteristic impedance � �  differs from TP to TP, even within the same 
binder. Four different binders of France Telecom 0.4 mm are shown.  

 

Due to the presence of all the non-idealities described above, the time domain response does 

not only show one single reflection at the line end, as the ideal theory predicts, but also several 

reflections earlier on the line. What is even worse is that these reflections differ from pair to pair, 

even for TPs within the same binder. The fact that the intermediate reflections are specific to the 

TP under test, can be evidenced as follows. 

Changing the reference impedance in which � �� ���  is expressed (see Chapter III, paragraph 

5.2), before transforming this function to the time domain through an IFFT, is known to 

influence the NER. When the reference impedance is changed in such a way as to perfectly 

match the characteristic impedance of the line under consideration, the NER completely 

vanishes. Another interesting property of this transformation is that the intermediate reflections 

are reduced to the noise floor (see the thick line in Figure IV.3). In contrast, changing the 

reference impedance to match the characteristic impedance of another TP (even if it is located in 

the same binder), or to match a general impedance (a mean value or a model), decreases the NER 

but does not remove the intermediate reflections (dotted and grey line in Figure IV.3). This 

evidences that the intermediate reflections are specific to the TP under test.  

 

 

M 
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In conclusion, the only way to remove the intermediate reflections is by measuring a priori 

the characteristic impedance of the TP under test (see Chapter III, Appendix A). Since doing this 

for each individual TP is not feasible on a large scale, and as it is conflicting with the SELT 

principle, the removal of these intermediate reflections is not an option. 

 

2.3.2 Difficulty for binder identification 

In summary, more reflections are observed in the measurements than what is predicted by the 

ideal transmission line theory. These intermediate reflections are due to the specific 

characteristics of the measured TP. By consequence, using similarities in the time domain 

response of two TPs for binder identification could lead to erroneous results, as is illustrated in 

Figure IV.6. In this example, the responses of two TPs have been measured and they are 

compared to the response of a reference line. All binders are of the same type (FT4), all three 

TPs have a length of ������ , and are open ended. Although pair 3 of binder 1 is not situated in 

the same binder as the reference line (pair 2 of binder 3), their time domain responses show a 

quite similar behavior up to 
 � ����� , which is the reflection from the line end. In contrast, pair 

4 of binder 3, which is situated in the same binder as the reference line, shows less similarities.  

 

  

Figure IV.6   The measured time domain response of TP 1 shows much more similarities with the 
reference line than TP 2, although TP 2 is situated in the same binder as the reference line, while TP 1 is 

not. 
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2.3.3 Pair number influence 

We have also investigated the influence of the TP position within the binder on the 

measurement results. As each TP has a fixed position in the cable binder over the cable length, 

one could expect that TPs from different binders, but with the same pair number, would produce 

similar time domain responses (e.g. the imperfections in the manufacturing process could 

systematically create the same discontinuity). However, testing this in an experimental 

environment showed no correlation between equal pair number responses. 

 

2.4 Conclusions 

The specific characteristics of each TP will create reflections in the time domain response. 

Any binder identification method that is based on similarities of the pairwise intrapair TP 

responses (e.g. [2]) must be able to make a distinction between these individual TP 

characteristics and reflections originating from the environment (e.g. due to splices or cross-

connects). Otherwise, exploiting the similarities to obtain binder information might lead to 

erroneous results. In practice, this is very hard to achieve as the effects caused by the non-

idealities of the TP can be very unpredictable. 

In the next section, we propose an alternative approach for binder identification that 

circumvents this difficulty. It is not based on intrapair differential measurements, but it still 

complies to the SELT constraint. 
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3. INTERPAIR DIFFERENTIAL MEASUREMENTS 

3.1 Introduction 

As described in the previous section, using intrapair differential measurements for binder 

identification is challenging, as the time domain responses highly incorporate non-idealities of 

the individual TPs. Therefore, an alternative is now proposed, which was found to produce 

promising results. Instead of measuring differentially between the two wires of one TP, we now 

measure differentially between one TP (which has both wires at the same voltage) and another 

TP (which also has both wires at the same voltage, but with inverse sign compared to the first 

TP). This is illustrated schematically in Figure IV.7. 

We will call these measurements “interpair” differential measurements (DMs), in contrast to 

the pairwise intrapair DMs from Section 2. They could also be called “phantom mode” 

measurements, but this term is mostly used for two TPs in the same quad [14,15]. As the setup 

described in this chapter is not restricted to two TPs within one quad, the more general term 

“interpair” DM is preferred to avoid confusion. 

�

�

Figure IV.7   Intrapair differential measurement of one TP (left); interpair differential measurement 
between two TPs (right). 

 

The underlying idea for binder identification is that TPs in the same binder will experience a 

lower mutual characteristic impedance than TPs in different binders. If two TPs run along in the 

same binder for a certain time, and then split, the characteristic impedance will suddenly 

increase, and this will cause a reflection. This abrupt change of impedance will allow identifying 

the position of the split and hence also the distance over which both lines reside together in the 

same binder.  
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3.2 Measurement setup 

To allow for interpair DMs, the measurement setup of the intrapair DMs was altered, as is 

sketched in Figure IV.8. Figure IV.9 shows a photograph of the measurement setup for the 

interpair DMs. The differential voltage at the output of the balun is no longer applied to a single 

TP; instead, the positive voltage is applied to both wires of one TP and the negative voltage to 

both wires of another TP by means of longitudinal baluns. Hence, the measurement setup now 

contains the following elements: 

1) the Transmission/Reflection Test Set HP 41952A (��������� �����	�� ), 

2) a North Hills balun 0301BA that converts the ���
  unbalanced signal from the 

VNA to a ����
  balanced differential signal (�������� ����	�� ), 

3) two North Hill baluns 0320BF for longitudinal measurements  

(�������� ����	�� ), 

4) and two cables with Krone connectors at the end, to allow easy connection to the 

cable rack. 

 

Figure IV.8   Sketch of the measurement setup for interpair differential measurements. 

 

The classical open-short-load calibration that was used before for the intrapair DMs is 

adapted to the interpair DMs as follows: the three calibration loads are no longer connected 

between the wires of one TP, but they are placed between the two TPs instead, as shown in 

Figure IV.10. Both wires of a TP are short-circuited for this purpose to force them to be at the 

same voltage (although by construction this should ideally already be the case). 
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Figure IV.9   Photograph of the measurement setup for interpair differential measurements. 
 

 

Figure IV.10   Sketch of the calibration setup for interpair differential measurements. 
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3.3 Characteristic impedance of interpair DMs 

3.3.1 Theoretical model 

The measurement setup described above generates a forward current to flow into one TP and 

to return through the other one. The transmission channel that is formed in this way by the two 

TPs can be considered as a new transmission line. As all TPs have a fixed position within the 

binder, the line is assumed to be uniform in its longitudinal direction (i.e. the same cross-section 

at any point of the line). Hence, a lumped circuit equivalent can be used, where a line section of 

infinitesimal length is described by the constant per-unit-length parameters �  (resistance), �  

(inductance), �  (conductance), and �  (capacitance) [16]. The characteristic impedance of the 

transmission line formed by the interpair differential mode � �
 !  is given by:  

� � �
 ! � "

� # $%�
� # $%�

� (IV.1)�

with % � &'�  the angular frequency and $ the imaginary unit. 

As shown in the cross-section in Figure IV.11, each conductor is surrounded by a circular 

dielectric insulation, and wires are densely packed in a binder. Depending on the construction of 

the cable, the interspaces between the dielectrics are filled with air or jelly [17-19]. Hence, the 

binder medium is in fact inhomogeneous. Regrettably, for inhomogeneous multiconductor 

transmission lines, no analytical expressions are available for the per-unit-length parameters � , 

� , �  and �  and one must resort to numerical solutions [20]. 

 

Figure IV.11   Cross-section of a cable binder. 
 

Fortunately, the binder identification methodology described in this chapter does not 

necessitate a full analytical model. We are only interested in the evolution of � �
 !  as a function of 
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the separation distance (  between the centers of the two TPs. One can intuitively consent that 

this distance will strongly affect the mutual coupling of two lines [21]: 

·  when the two TPs are close to each other (e.g. share the same binder), a strong coupling 

will exist; 

·  when the two TPs are well separated (e.g. located in different binders), the coupling will be 

much weaker. 

This can be related to equation (IV.1) as follows. The conductor losses �  are independent of 

the separation distance ( , as both the copper resistance and the skin effect are only function of 

the conductor material and diameter, and the proximity effect can be safely ignored as soon as 

the separation distance is larger than twice the wire diameter [15,22]. The dielectric conductance 

�  depends on the dielectric thickness, and will therefore decrease with increasing ( . However, 

for practical lines, this contribution will be negligible compared to �$%�. Hence, the evolution of 

� �
 !  with (  will essentially depend on the behavior of �  and �  as a function of ( . 

According to [14], the inductive coupling �  between two TPs will decrease according to 

)*�
�

+
� . The capacitive coupling �  has been approximated numerically as described in [20], and 

verified with a field simulator (Ansoft Maxwell). If only two TPs are considered in a 

homogeneous medium (e.g. air), the capacitive coupling �  was found to be inversely 

proportional to , ( , as shown in Figure IV.12. By consequence, the magnitude of both �  and �  

will decrease with increasing separation distance, but the capacitive coupling decreases at a 

 

� �

Figure IV.12   The capacitive coupling between two TPs is inversely proportional to , ( . 
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higher rate. According to (IV.1), the characteristic impedance will hence increase with increasing 

separation distance. 

Note that in the reasoning above, only two TPs were considered in a homogeneous medium. 

Firstly, due to the presence of dielectric insulation, the medium will in fact be inhomogeneous. 

However, as mentioned in [23], the presence of dielectric insulation changes the capacitance 

values only slightly. This has been confirmed by simulations of two TPs in an inhomogeneous 

medium (i.e. polyethylene insulation and interspaces with air), which is also shown in Figure 

IV.12. The capacitive coupling is slightly higher due to the presence of the polyethylene 

insulation, which has a higher relative dielectric permittivity than air (- . � &�&� ).  

Additionally, the presence of interposed TPs will also have an influence. They will act as an 

electrical screen, as such lowering the capacitive and the inductive coupling. However, the 

magnitude of �  and �  will still decrease with the separation distance ( , albeit possibly at a 

different rate than described above.  

In summary, although an analytical expression for � �
 !  as a function of the separation 

distance (  between the two TPs cannot be found, the combined effect of increasing distance (  

on � , � , �  and �  can be seen to raise � �
 ! . Hence, the theory predicts that two TPs in different 

binders will have a higher characteristic impedance than two TPs in the same binder. 

 

3.3.2 Measurement results 

The validity of this model has been verified by laboratory measurements. The characteristic 

impedance for interpair DMs (abbreviated as � �
 ! ) was calculated through an open and a short 

measurement (see Chapter III, Appendix A). The following two scenarios are considered: 

a.  “Same binder” scenario: Two TPs share the same binder over the complete line length. 

The direct path is formed by the two wires of pair NX in binder X, and the return path is 

created by pair MX in the same binder X. 

 

Figure IV.13   “Same binder” scenario: two TPs sharing the same binder over the complete line length. 
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b. “Different binder” scenario: Two TPs are located in different binders over the complete 

line length. The direct path is formed by the two wires of pair NX in binder X, and the 

return path is created by pair MY in another binder Y. 

 

Figure IV.14   “Different binder” scenario: two TPs located in different binders over the complete 
line length. 

 
Figure IV.15 shows the results for three cable types: France Telecom with a conductor 

diameter of 0.4 mm (FT4) and 0.6 mm (FT6), and British Telecom with a conductor diameter of 

0.5 mm (BT5). It confirms that the characteristic impedance of interpair DMs is indeed larger 

when the two TPs are situated in different binders. The difference is especially pronounced at 

lower frequencies (/ ������� ). Therefore, it can be interesting to use only the low-frequency 

information for binder identification purposes. We also note that, similar to the characteristic 

impedance of intrapair DMs, the characteristic impedance of interpair DMs is not monotonically 

decaying. 

 
Figure IV.15   Measured characteristic impedance of interpair DMs for FT4, FT6 and BT5 cables; 

“same binder” scenario (dashed line) vs. “different binder” scenario (full line). 
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3.4 Binder identification 

The information from the previous paragraph can now be applied for binder identification 

purposes. We know that two TPs in different binders (setup of Figure IV.14) will create a 

transmission channel with a high characteristic impedance. This will create a strong mismatch 

with the (lower) impedance of the measurement device. By consequence, a strong near-end 

reflection will be visible in the beginning of the time domain response. Moreover, as most 

energy is already reflected at this point, only a small portion will travel along the line and 

contribute to the reflection from the line end. In contrast, when the two TPs are situated in the 

same binder (setup of Figure IV.13), the characteristic impedance of the created transmission 

channel will be low. Hence, the mismatch at the measurement device will be small, and most 

energy will be inserted onto the line. At the encounter with the open line end, a strong reflection 

will occur in the time domain response. These completely different behaviors will allow us to 

identify whether the two TPs are situated in the same binder or not. 

These expectations have been verified by laboratory measurements. The two setups of Figure 

IV.13 (“same binder” scenario) and Figure IV.14 (“different binder” scenario) have been 

constructed with France Telecom lines of ������ . The ends of the lines were left open. Figure 

IV.16 shows the time domain responses.  

 

Figure IV.16   For two TPs in the same binder (dashed line), the end reflection is clearly visible at 

 � �����  in the measured time domain response; for two TPs in different binders (full line), no reflection 

is present at the line end. 
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As expected, when the TPs are situated in the same binder (dashed lines), the near-end 

reflection (at 
 � ���� ) is smaller than for TPs in different binders (solid lines), and the reflection 

from the line end (at 
 � ����� ) stands out much more clearly w.r.t. to the intermediate 

reflections.  

Figure IV.17 shows the measured one-port scattering parameter in the frequency domain. We 

note that 5� ��
 ! 5 is much higher when the two TPs are situated in different binders. Remember that 

the one-port scattering parameter is defined as the ratio of the reflected wave to the incident 

wave. Hence, a high magnitude means that a large part of the signal is reflected. This 

corresponds to what we saw in the time domain: most of the energy is reflected immediately at 

the measurement device. Moreover, no clear periodicity is present in the measurement, which 

corresponds to the absence of the large reflection from the line end. This behavior strongly 

contrasts with the one of the “same binder” scenario (dashed line), which shows a standing wave 

pattern with a periodicity related to the line length, and a lower magnitude due to the line 

attenuation. 

 

 

Figure IV.17   TPs in different binders (full line) have a much higher and less periodic 6���
!7 6, compared 

to TPs in the same binder (dashed line), which show a standing wave pattern whose periodicity can be 
related to the line length. 
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The influence of the line length was also investigated for the “same binder” scenario. The 

results are shown in Figure IV.18. The shorter the measured line, the lower the losses due to the 

line attenuation and hence the higher the magnitude of � ��
 ! . Moreover, the shorter the line, the 

larger the periodicity in 5� ��
 ! 5, as these quantities are inversely proportional (see Chapter III, 

section 6.2). As such, one can consider the “different binder” scenario as an extreme case of the 

“same binder” scenario, i.e. one with zero common length and hence infinite periodicity. 

 

 

Figure IV.18   BT5 lines with different line lengths measured in the “same binder” configuration. 
The shorter the line, the higher the magnitude of � ��

 ! , and the larger its periodicity. 
 

The measurements above (Figure IV.16 and Figure IV.17) show that it is possible to make a 

distinction between TPs that are located in the same binder and TPs that are located in different 

binders, by analyzing the echo response of interpair DMs in the time domain or in the frequency 

domain. However, a telephone subscriber loop rarely consists of a single line connecting the 

central office to the customer premises. Therefore, it is possible that two TPs run along for a 

certain time and then split up. In that case, the interpair DMs also offer the possibility to 

determine the position where the TPs split. Two supplementary scenarios are considered to cover 

these cases: 

 

 

M 
BT5 

40-1000 m 

M 



Binder Identification 

165 
 

c. “Fully common” scenario: Two TPs lie together in a first binder and together in a 

subsequent binder. The direct path is formed by the two wires of pair NX in binder X, in 

cascade with the two wires of pair NY in binder Y. The return path is created by the two 

wires of pair MY in binder Y, in cascade with the two wires of pair MX in binder X. 

 

Figure IV.19   “Fully common” scenario: two TPs sharing a first common binder and a subsequent 
common binder. 

 
d. “Partly common” scenario: Two TPs first share a first common binder and then split up 

into different binders. The direct path is formed by the two wires of pair NX in binder X, 

in cascade with the two wires of pair NY in binder Y. The return path is created by the 

two wires of pair MZ in a third binder Z, in cascade with the two wires of pair MX in the 

common binder X. 

 

Figure IV.20   “Partly common” scenario: two TPs sharing a first common binder and subsequently 
splitting into different binders. 

 

 

In the “fully common” scenario (setup of Figure IV.19), the characteristic impedance will be 

in the same order of magnitude in the first binder X and in the subsequent binder Y. Hence, only 

a small reflection will occur at the junction of the cables. The response will be similar to the one 

obtained in the “same binder” case (scenario a), i.e. a strong reflection will occur at the open line 

end. In contrast, for the “partly common” scenario (setup of Figure IV.20), the characteristic 

impedance will suddenly increase when transferring from the common binder X (low 

impedance) to the different binders Y and Z (high impedance). Hence, a strong reflection will be 
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created at the junction. Most of the energy will already be reflected at this first interface, and as 

in the “different binder” case (scenario b), only a small reflection will remain from the end of the 

line. 

This expected behavior has been verified by laboratory measurements, where all line 

segments had a length of ������ . Binder X alone, i.e. without any second line connected, was 

also measured for comparison purposes. The obtained time domain responses are shown in 

Figure IV.21. As expected, when the TPs split after ������  (grey line), a strong reflection is 

created at 
 � �����  (the junction), while the end reflection (at 
 � &���� ) is not visible. Note 

that the reflection at the junction is almost as large as when no second line segment was 

connected to the far end of binder X (thick black line). This means that the “partly” common 

scenario behaves as if no second binder (Y/Z) is connected at all. In contrast, when the TPs 

continue in a second common binder (thin black line), only a small reflection is created at the 

junction, and the end reflection is clearly visible, despite the total distance of &����� . 

  

Figure IV.21   Time domain response for the “partly common” scenario (grey line) and the “fully 
common” scenario (thin black line). The time domain response of a single line is added for comparison 

purposes (thick black line). 
 

Similar conclusions can be drawn from the one-port scattering parameter shown in Figure 

IV.22. When the TPs split (thin lines), the one-port scattering parameter shows a standing wave 

pattern with a large periodicity, corresponding to the line length of binder X. Moreover, the 

measured curves are almost independent of the type of cable that is connected to the far end of 
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binder X. Actually, the one-port scattering parameter behaves as if there was no second line 

segment present at all (compare with the ‘open’ case denoted by the bulleted line). In contrast, 

for the “fully common” scenario (thick lines), the one-port scattering parameter has a lower 

periodicity and a higher attenuation, corresponding to the increased total length of binder X + Y. 

Hence, if the TPs coexist in the same binder only over a certain distance, the analysis of the 

interpair DM in the time or in the frequency domain can be used to determine the distance at 

which the TPs split. 

 

Figure IV.22   Measured 6���
 ! 6 for the “fully common” scenario (thick lines) and the “partly common” 

scenario (thin lines). The measurement of a single line is added for comparison (bulleted line). 
 

 

Figure IV.23 shows some more measurements for the “fully common” scenario. Different 

binders and pairs have been tested, as well as different line lengths. For all of them, only a weak 

reflection is visible at the junction, while a strong reflection occurs at the line end. Figure IV.24 

shows supplementary measurements for the “partly common” scenario. Each time, a significant 

reflection is visible at the junction and the end reflection is (almost) not visible. Figure IV.25 is 

an overlay of Figure IV.23 and Figure IV.24, added with the time domain response of a single 

line. It confirms that the reflection in the “different binder” scenario is nearly as large as when no 

second line segment is connected. 

 

 

M 

1000 m 
0 m 

FT4 FT6 
BT5 
FT4 

1000 m 



Chapter IV 

168 
 

 

  
Figure IV.23   For the “fully common” scenario, only a weak reflection is visible at the junction, and the 

end reflection is strong. 
 

 

  
Figure IV.24   For the “partly common” scenario, the junction creates a strong reflection, and the end 

reflection is (almost) not visible. 
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Figure IV.25   Overlay of Figure IV.23 and Figure IV.24. The junction creates a strong reflection when 

the two TPs split up after an initial common part. This reflection is almost as strong as the reflection of a 
single line (i.e. no second line segment). 

 

3.5 Discussion 

3.5.1 Implementation 

The presented results open the way for binder identification based on interpair DMs. The 

complete implementation of this method falls outside the scope of this work. However, some 

ideas of possible directions are given below. The information from these interpair measurements 

can of course be combined with other information, e.g. a priori information or information from 

intrapair differential measurements. 

- If, in the time domain response, a reflection is found which corresponds to the one of an 

open end, then one can conclude that the two cables coexist up to this distance. 

- If the periodic behavior is completely absent in the frequency domain representation of the 

one-port scattering parameter, then the two TPs are situated in totally different binders. 

- Intrapair differential measurement can be used to identify the lengths of the individual 

pairs. Next, one can check with interpair DMs if the end reflection is clearly visible. If yes, 

the TPs coexist over the complete length. If not, this means that most of the energy was lost 

earlier on the line. The presence of a strong reflection before the end reflection, indicates 

the distance at which the TPs split. 
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3.5.2 Interpretation of the results 

Some tests have been performed to evaluate the influence of the chosen pairs inside a binder. 

For this purpose, one pair (acting as the forward path) was kept fixed, and the return pair was 

varied over the binder. If the TPs are situated in different binders, the choice of the return pair 

has almost no influence on the measurement, as can be seen in Figure IV.26. This is in 

accordance with the results of paragraph 3.4: two TPs in different binders behave like an ‘open’ 

(i.e. the two TPs do not form a transmission path on which signals can propagate). In contrast, 

when the TPs are situated in the same binder, the geometry of the binder comes into play (see 

Figure IV.27). 

Firstly, the capacitive coupling will slightly vary as a function of the relative position of the 

two considered TPs within the cable binder (recall Figure IV.11). Hence, for TPs that are situated 

in the same binder, some fluctuation will be present in the time domain response, depending on 

the chosen pair number. This can be seen in Figure IV.28, where the time domain responses of 

the � ��
 !  measurements of Figure IV.27 are depicted. Variations can be seen in the amplitude of 

the near end reflection, in the amplitude of the line end reflection, and in the position as well as 

in the amplitude of the intermediate reflections. Therefore, it is necessary to have models that 

predict these reflections, to be able to classify the reflections as being ‘weak’ or ‘strong’. When 

developing an algorithm for binder identification based on interpair DMs, one must first make a 

statistical study of the variance of � �
 !  within one binder for the considered cable type. This will 

allow gaining a better knowledge about the variations that can be considered to be normal. This 

is necessary to define a threshold for the decision criterion used to test the coexistence of the TPs 

within a binder. 

Secondly, the presence of TPs that are interposed between the two TPs under test, may act as 

an electric screen, as such lowering the capacitive coupling between the two TPs under 

consideration [24]. Nevertheless, the coupling between two non-adjacent TPs within one binder 

is expected to remain significantly higher than the coupling between two TPs in different binders 

for the following reasons: a) the dielectric inside the binder (e.g. polyethylene) has a higher 

dielectric permittivity than air, which is the medium between different binders; hence the electric 

fields will preferably stay within one binder; b) binders are often shielded (e.g. with aluminum) 

[17,25], as such further lowering the capacitive coupling between different binders. 
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Figure IV.26   Measured 6���
 ! 6 for different pairs in the “different binder” scenario: the used pair does not 

have much influence. 
 

 

 

Figure IV.27   Measured 6���
 ! 6 for different pairs in the “same binder” scenario: the chosen pair has a 

clear influence. 
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Figure IV.28   The time domain response of the “same binder” scenario shows variations depending on 
the chosen pair TPs. 

 

 

3.5.3 Remark about the measurements 

In the performed laboratory measurements, all the binders follow more or less the same 

physical path. Starting from the front panel (see Figure III.1), all cables go together in a tube to 

the ceiling, where they are routed in ducts towards a separate room, where they are coiled. This 

setup doesn’t fully cover the field case, where two lines can be located in different binders which 

diverge (e.g. one binder going north and one going south-east). For this situation, we expect the 

effects of the “different binder” scenario and the “partly common” scenario to be even more 

pronounced, i.e. a strong reflection at the location where the TPs split, and a weak reflection at 

the line end. 
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4. CONCLUSIONS AND FUTURE WORK 

In this chapter, we have shown that binder identification based on pairwise intrapair 

differential measurements is challenging, because the measurements are sensitive to the non-

uniformities along the TP. We have proposed a new measurement setup to measure differentially 

between two TPs (interpair differential measurements), which permitted to identify whether two 

TPs are in the same binder or not. If they were only partly in the same binder, the distance at 

which they split could be identified as well. The obtained results present a proof of concept, 

which open the way for binder identification applications with interpair differential 

measurements. The next steps are: 

a) to verify these laboratory results in the field (e.g. on binders with a higher number of 

TPs); 

b) to develop an algorithm for automatic binder identification (taking the variance of the 

measurements into account); 

c) to adapt the xDSL modems to permit interpair differential measurements. At the 

moment simultaneous measurements of two TPs is not a feature of xDSL modems. 
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1. INTRODUCTION 

1.1 Motivation 

This chapter discusses the use of reflectometry, applied in a completely different domain, 

namely sensor networks. The practical application for this research is the monitoring of gas 

turbines. This work was performed on request of, and in cooperation with, the Maintenance and 

Competence Centre of Electrabel. It was part of a project entitled “Time Domain Reflectometry 

on Critical Instrumentation Loops for Gas Turbines”. The results have been published in [1]. The 

aim was to develop a tool that easily, quickly and automatically detects and locates faults and 

ageing on instrumentation loops in gas turbines. The need for this kind of tests became apparent 

as instrumentation loops sometimes gave faulty readings during operation, while the 

malfunctioning remained undetected during the preventive maintenance of the turbine. 

Moreover, the methods at hand did not always allow discovering the origin of failure, and 

therefore were compromising an adequate repair. 

Sometimes, the current state of the art allowed an approximate estimation of the origin of the 

fault, which could then be attributed to a certain part of the instrumentation loop. However, often 

the exact origin of the faulty readings could not be determined. The complete suspicious section 

was then changed, and as a result, good parts were unnecessarily replaced as well. In other cases, 

the origin of the defect was not established properly or repaired correctly, and shortly after 

startup, the turbine had to be shut down again. Obviously, both extreme cases need to be 

avoided, as they incur large costs. 

For this reason, a measurement device has been developed to enhance the detection 

capability of faulty instrumentation loops. Besides the detection of failures, it also pin-points the 

fault, so that the malfunctioning cable or sensor can be replaced. It is worth mentioning that this 

measurement device has been developed specifically for gas turbines, but the general framework 

can be transposed to other implementations of sensor network monitoring as well. 

 

1.2 Some background information on the operation of gas turbines 

In gas turbines, dozens of sensors that are connected through meters of electrical cables, are 

used to monitor the proper operation of the turbine. Readings of temperature, pressure, flow, 

actuator positions, combustor dynamics, speed and many other parameters are indispensable for 




















































































































































